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1 INTRODUCITON
=—

This Instrument Flight Operations Understanding (IFOU) is a statement of the EOS-
AM community’s understanding regarding the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) flight operations plans and
requirements.

The Japan Resources Observation System Organization (JAROS) revisions, and
additions have been included and are to be reviewed with Goddard Space Flight
Center (GSFC).

This Instrument Flight Operations Understanding will be updated periodically as
requirements evolve and are further defined. Inputs are welcomed from the
Instrument Team, Flight Operations Team, ASTER Ground Data System, EOS
Ground Systems,

1.1 Purpose

NAS~ l.nsti~utional Facilities, and the EOS-AM Projec~ entities.

This IFOU will be used by the Flight Operations Team (FOT), the Instrument
Operations Team, EOS Operations Center (EOC) support personnel and ASTER ICC
Operations support personnel in defining prelaunch preparation efforts and in
verifying operational readiness prior to launch. Requirements for specific types of
operational support will be defined and implemented consistent with this IFOU.
This IFOU will be used to ensure that instrument needs are properly reflected in
other documentation.

1.2 Scope

This document describes the EOS-AM Spacecraft ASTER operations on-orbit and
instrument flight operations support. Interactivity with ground systems control and
interconnectivity to the EOS ground systems segment are described. Institutional
interfaces between Spacecraft, applicable ground systems and the end-user are
included. The flight operations scheduling, planning, and operations philosophy
are included. Aspects of the Earth Observing System Data and Information System
(EOSDIS),as wellas the external systems /facilities with which the Spacecraft flight
operations elements interface, are only addressed as required to clarify these
concepts. The focus is from the Flight Operations Team’s perspective

The understandings stated herein are explicitly subordinate to interfaces between
ASTER and the EOS-AM Spacecraft, as defined in the documents listed in Section 2.

This document does not take precedence over any of the requirements,
specifications, documents or interfaces associated with the Spacecraft or affiliated
ground systems.

ASTERmu Prelimhwy 1 8/23/93
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2 DOCUMENTA~ON

2.1 Applicable Documents

The concept and content of this document are consistent with the documents listed
below: -

TBD

TBD

TBD

(GSFC) -421-10-01
30 Oct.1992

(GSFC) -420-03-02
01 Dec. 1992

20005396 (SEP-101)
15 April 1993

(GSFC) -421-12-11-01
Date: 01 Jan. 1993

20008810
Date: TBD

Memorandum of Understanding

ASTER Project Implementation Plan Volume II;
Ground System

Interface Requirement Document

Requirements Document for the EOS-AM Spacecraft

General Instrument Interface Specification

EOS-AM Spacecraft Contract End Item Specification

Unique Instrument Interface Document for ASTER

ASTER Interface Control Document (ICD)

2.2 Information Documents

The following documents amplify or clarify the information presented in this
document.

20008529 (OPD-11O)
18 May 1992

(GSFC) -420-05-02
13 NOV. 1992

EOS-DN-SE&I-010
15 May 1992

Eos-DN-sE&I-031
23 Apr. 1992

ASIERIFOUPdimiwy

EOS-AM Spacecraft Operations Requirements

Performance Assurance Requirements for the EOS-AM
Observatories

EOS Baseline Description Document (BDD)

Command and Telemetry Requirements Analysis

2 8/23/93
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EOS-DN-C&DH-032 Command and Telemetry Concept Definition
15 Dec. 1991

GsFc-510-3ocD/o191 Earth Observing System Data and Information System
26 Oct. 1992 (EOSDIS) Flight Operations segment (FOS) Operations

Concept (Revision 3)

20008502 (UID-101) General Instrument Interface Handbook
04 Sept. 1992

AsTERmu RehiMry 3 8/23/93



3 INSTRUMENT DEFINITION

The understandings regarding ASTER are as follows:

20043117
26August1993

3.1 Basic Description

The ASTER is a multispectral imager that covers a wide spectral range, from visible
to thermal infrared, on 14 spectral bands. The basic concept of ASTER is to acquire
quantitative spectral data reflected and emitted from the Earth’s surface in the 0.5-
2.5 and 8-12 atmospheric windows at spatial and spectral resolution appropriate for
various science objectives. The ASTER also has a stereoscopic capability in the
along-track direction with a base to-height-ratio of 0.6 using the near infrared band.

The general purpose of the science investigation by ASTER data is to study the
interaction among the geosphere, hydrosphere, cyrosphere, and the atmosphere of
the earth from the geophysical point of view.

The ASTER instrument has 3 spectral bands in the visible and near infrared region
with a spatial resolution of 15 m, 6 spectral bands in the short wave infrared region
with a spatiaI resolution of 30 m and 5 spectral bands in the thermal infrared region
with a spatial resolution of 90 m.

To meet the wide spectral coverage, the optical sensing units of the ASTER are
separated into three subsystems: the Visible and Near Infrared Radiometer (VNIR)
subsystem, the Short Wave Infrared (SWIR) subsystem and the Thermal Infrared
(TIR) subsystem. These three subsystems separately receive optical signals from the
ground, convert them into electrical signals and send the electrical signals to the
Common Signal Processor (CSP) subsystem as digital data. The CSP subsystem
multiplexes science image signals and system telemetry from three optical sensing
units, then transforms these data into proper format. and sends the data to the
spacecraft C&DH subsystem. The Master Power Supply (MPS) subsystem converts
electrical power provided from the Spacecraft into the required power for each of
the ASTER units.

All three radiometers simultaneously cover a 60 km imaging swath with a pointing
capability in cross-track direction within the range of 232 km. Only the VNIR
radiometer has a larger pointing capability up to 24 degrees of the center of the
swath for an emergency purpose.

ASTER does not contain an instrument microprocessor, therefore all commanding
will be accomplished by either real-time command or as stored Absolute Time
Commands (ATC) or by Relative ~me Command Sequence (RTCS) from the
Spacecraft Control Computer (SCC). A RTCS is a command sequence which is stored
in the SCC and is used for the execution of repetitive functions.

ASTERIFou Min-tinary 8/23/93
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ASTER instrument raw data contains image, engineering, and housekeeping data.
ASTER telemetry data is recorded on-board the Spacecraft and transmitted
(downlinked) during scheduled EOS-AM / TDRS contact periods. The downlinked
data is packetized and packet types assigned Application Mocess Identifiers (MID’s)
according to the data source.

3.2 Instrument Operations

ASTER nominally operates for 16 minutes full
minute stereo mode ‘observation per segment of

mode observation followed by 1
the full mode observation in .~y

time and for an additional 4 minu~es TIR observation mode in night time over any
continuous two orbit period commencing with the crossing of the night-to-day
terminator. By specific request, the VNIR may be operated independently in day
time, and the SWIR may operate in night time simultaneously with TIR. The
observation over a orbit may be divided into segments. The instrument operation
conditions are limited by Spacecraft power, thermal and data rate constraints and
instrument design constraints described in paragraph 3.2.6.2 “ASTER Operating
Constraints”. The instrument activities are preplanned and scheduled.

The SCC commands necessary to carry out the instrument mission objectives are
loaded by the EOS Operations Center (EOC) during EOS-AM /TDRSS contact
periods. Figure 1 depicts a typical ASTER operational timeline over a 24 hour
period.

ASTERIFou Preliminary 5 8/23/93



20043117
26August1993

=—

RN N . $P~l
REM ~N~

POINTING VNIR

——— —— Vliiii
DAY MODE

SWIR
——— ———

NIGHT MODE TIR
mm

——— ———
EARTH IN SHADOW

POINTING
VNIR
Swg——— — —VNIR

DAY MODE
TIR
SWIR

——— ———
NIGHT MODE TIR

SWIR
——— ———
EARTH IN SHADOW

VNIR
POINTING
——— — — VN~R

DAY MODE TIR
SWIR

——— ———
NIGHT MODE TIR

SWIR
———

‘&.ltiiiIN=J%WJ

POINTING VNIR

——— ———

DAY MODE
m
Swm

——— ———

NIGHT MODE
m
SW

——— ———
EARTH IN SHADOW

PomG
VNIR
SWIR

——— ———
VNIR

DAY MODE m
SWIR

——— ———

NIGHT MODE
TIR
SWIR

——— ———
EARTH IN SHADOW

xii———--l

——

11111——
L

FIGURE 1 ASTER OPERATIONAL TIMELINE

AsfER mu Pdilninary 6



20043117
26August1993

3.2.1 Operating Modes, States and

The ASTER modes and corresponding

=—

Configurations

data rates, are identified in Table I.

TABLE I ASTER OPERATION MODES

rOPEIUITIONMODE I SCIENCE DATA
RATE (Mbps)

I Full Mode I 89.2 peak

I VNIRMode I 62.038peak

V/StereoMode 31.019peak

TIR Mode 4.109peak

I SWIR & TIR Mode SWIR-23.053
TIR -4.109

I PointingMode
I

o

StandbyMode o

b~ch Mode o

Launch-lockOff Mode o

I All Off Mode I o

I SurvivalMode I o

I 1

ASTERmu Prehinary 7

COMMENTS

VNIR,SWIR& TIR observation
in day time

VNIRobservationin day time

VNIRstereobands (3N & 3B)
observationin day time

TIR observationin nighttime

SWIR&TIR simultaneous
observationin nighttime

Calibrationwill normallybe
performedat night

VNIR& SWIR pointing
change

Minimumpowermode
betweenobservations

Survivalheateron
Launch-lockon

Launch-lockrelease

Instrumentpowereddown

Survivalheateron

Reducedpower

See AppendixVII
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Following is a brief description of the ASTER operating m~~es :

a.

b.

c.

d.

e.

f.

Full Mode - The full mode operation consists of concurrent observation of
all three radiometers (VNIR SWIR and ~) in day time” The f~l mode
operation is usually followed by the VNIR stereo
compensate about 1 minute overhead time.

VNIR mode - Only VNIR radiometer operates in
data acquisition mode.

mode operation to

day time with the science

VNIR/Stereo Mode - VNIR radiometer operates in the same way as VNIR
mode. Only bands 3N and 3B data are sent to the Common Signal Processor
(CSP) to save data rate.

TIR Mode - Only TIR radiometer operates in night time with the science
data acquisition mode.

SWIR and TIR Mode - Both SWIR and TIR radiometers operate
simultaneously in night time.

Calibration Mode - Each of the ASTER instruments is not calibrated
simultaneously to avoid excess power consumption. ASTER is calibrated as
follows:

● For VNIR there are three calibration modes: OPT CAL, ELE CAL, and
DARK CAL Mode. The OPT CAL Mode is the optical calibration using
internal halogen lamps, and the calibration light source is introduced
from the front of the nadir looking telescope. The ELE CAL Mode is the
electrical calibration using electrical calibration signals. The DARK CAL
Mode is the operation to observe dark ground or dark sea for acquisition
of the dark signal. VNIR will be calibrated every 16 days in a sequence that
lasts less than 10 minutes in each of two consecutive orbits. including 8
minutes of pm-calibration.

Q For SWIR there are two calibration modes. OPT CAL and DARK CAL
Modes. The OPT CAL Mode is the optical calibration using internal
halogen lamps. The DARK CAL Mode is the operation which observes
dark ground or dark sea for getting the dark signal. SWIR will be calibrated
every 16 days in a sequence that lasts 26 minutes in each of two
consecutive orbits, inciuding 10 minutes (TBR) of pointing, 8 minutes of
standby2, 3 minutes of preparation and 10 minutes of calibration.

s For TIR there are three calibration modes. SHORT-TERM CAL Mode,
LONG -TERM CAL Mode for optical calibration, and ELE CAL Mode for
electrical calibration. The LONG-TERM CAL Mode consists of two
calibration modes. OPT CAL and ELE CAL Mode. The SHORT-TERM CAL

AsIER IFou rrelhninary 8 8/23/93
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Mode is the calibration using the blackbody h==t source controlled at 770 K
and is normally performed before and after each observation, each
calibration lasting about 30 seconds. If a series of successive short-duration
observations separated by short time intervals are scheduled, the SHORT-
TERM CAL Mode will be performed at the beginning of the each
observation and at the end of the last observation of the sequence.

The LONG-TERM CAL is the calibration mode using the-blackbody heat
source heating up from 270 K to 340 K, and is performed every 16 days. At
three or four times during the period of heating up the blackbody for 35
minutes, the OPT CAL data will be taken for 30 seconds for each
calibration. The ELE CAL Mode is performed after each OPT CAL Mode.
TIR should be operated in the STANDBY Mode for 211 minutes after the
LONG-TERM CAL Mode in order to cool down the blackbody heat source.

ASTER currently plans to perform all calibration modes, except for the TIR
SHORT-TERM CAL Mode, in the three consecutive orbits at every 16 days.
Calibration times / schedules and command sequences will be developed
and included in the ASTER activity schedule provided to the EOC with
scheduled Spacecraft stored command loads.

g. Pointing Mode – All three radiometers have a function to change the center
of the swath. In order to reduce jitter on the spacecraft, each subsystem will
not change points simultaneously and, except for priority observations,
VNIR and SWIR pointings will be performed at night. TIR pointing is
normally performed for each observation regardless of day or night.

h. Standby Mode - The ASTER defines two standby modes, STANDBY1 and
ST~DBY2. ST~DBYl is the minimum power operational mode between
observations. STANDBY2 is the preceding step of preparation for
VNIR/SWIR/TIR OBS., SWIR/TIR OBS. and SWIR CAL operation.

i. Launch Mode - This is the minimum power mode which will be used for
launch. The ASTER state is survival heater on and launch-lock on.

j. Launch-lock Off Mode - VNIR and TIR use the paraffin-actuator as the
launch-lock mechanism for the VNIR optics and the TIR scan mirror. The
launch-lock release is carried out in this mode.

k. All Off Mode - This is the instrument power off mode which will be used for
transportation on the ground and for eventual instrument shutdown at the
end of the mission.

AsrER IFou Prehinary 9 8/23/93
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m. Safe Mode - This is an emergency mode in which th=%WTER is in a reduced
power standby state (TBD). Details are TBD.

n. Other Modes - Cool-down Mode, Preparation-1 Mode, Preparation-2 Mode,
TIR Getter Mode, and TIR Cool-down Mode are described in Appendix VII.

3.2.2 Microprocessor Operation

The ASTER instrument does not contain an instrument microprocessor.

3.2.3 Instrument Commands

Specific ASTER instrument command processing requirements are defined in
Appendix II.

3.2.4 Instrument Telemetry Processing

Specific ASTER instrument telemetry processing requirements are defined in
Appendix III.

3.2.4.1 Science Data Processing

Specific ASTER instrument science data processing requirements are defined in
Appendix III.

3.2.4.2 Engineering Data. Processing

Specific ASTER instrument engineering data processing requirements are defined
in Appendix III.

3.2.4.3 Housekeeping Telemetry Data Processing

The ASTER housekeeping telemetry data is used by the EOC Flight Operations
Team for the following applications:

a. Monitor interaction of ASTER with Spacecraft Bus and other
instruments

b. Monitor selected ASTER health and safety
parameters.

ASTERIFOU Preliminary 10 8/23/93
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The ASTER housekeeping
health and safety.

data is used by the ASTERTCC for monitoring ASTER

Specific ASTER instrument housekeeping telemetry processing requirements are
defined in Appendix III.

3.2.5 Bus Data Unit

The ASTER interface with the BUS Data unit (BDU) is:

TYPE NUMBER
Relay Drive commands 34

Bi-Level telemetry 2

Passive Analog telemetry 27

Active Analog telemetry 17

3.2.6 Operating Constraints

An operating constraint is a limitation imposed on the operation of the Spacecraft
Bus and instruments in order to protect or prevent compromise of mission goals.

3.2.6.1 Categories of Constraint/Restraints

Constraints have been defined into the following six categories based upon the
implications of violating those constraints:

a.

b.

c.

Mission Critical (MC) - Those constraints which prevent permanent loss
of a system, subsystem, or a component which would cause the ..
termination of the mission. The damage to the hardware can be due to
anything from a one time event to improper usage over an extended
period of time.

Hardware Critical (HC) - Those constraints which prevent permanent
loss of Spacecraft hardware from which recovery to full Spacecraft
operational state can not be made. The damage to the hardware can be
due to anything from a one time event to improper usage over an
extended period of time.

Confim.ration Critical (CC) - Those constraints which prevent the 10SSOf
Space&dt hardware from which recovery to full Space~raft operational
state can be made by switching to redundant hardware.

ASTERmu Prelimiwy 8/23/9311
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d.

e.

f.

Data Critical (DC) - Those constraints which prevent=@rmanent loss or
corruption of a particular set of data, either command or telemetry.

Temporary Data Loss (TL) - Loss or corruption of data, either command
or telemetry, that can be regained.

Operational Restriction (OR) - Guidelines for procedures when a number
o~ possible operational options exist or inform~tion relevant to the proper
operation of the Spacecraft.

3.2.6.2 ASTER Operating Constraints

The ASTER operating constraints are as follows :

3.2.6.2.1 Initial Activation Operating Constraints

a. Initial activation shall be performed during real-time contact with
the Spacecraft.

3.2.6.2.2 ASTER Power Constraints

a. ASTER peak power will be 761 w.

b. The 2 orbit average power will not exceed 470 w.

c. The 1 orbit average power will not exceed 525 w.

3.2.6.2.3 ASTER Pointing Mode Operating Constraints

a. Crosstrack pointing for each instrument will be done at different times to
reduce spacecraft jitter.

3.2.6.2.4 VNIR Operating Constraints

a. The maximum number of observations per orbit will be 15.

b. The maximum observation time per orbit will be 16 minutes
VNIR full operation plus 5 minutes VNIR/Stereo only operation.

c. The maximum number of pointing changes per orbit will be 4.

ASTERmu Pr&lniluil’y 12 8/23/93
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e.

f.

g“
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The maximum number of pointing changes ove;~ years will be 20,000.

The maximum number of observations averaged over 5 years will be 4-6 per
orbit.

Cooling time for calibration light source (halogen lamp) requires at least
approximately 90 minutes.

Additional VNIR operating constraints are TBD.

3.2.6.2.5 SWIR Operating Constraints

a.

b.

c.

d.

e.

f.

The maximum number of observations per orbit will be 5.

The maximum observation time per orbit is 16 minutes. The
maximum observation duration for night operation is 2 minutes.

The maximum number of pointing changes per orbit will be 4.

The maximum number of pointing changes over 5 years will be 20,000.

The maximum number of observations averaged over 5 years will be 2-3 per
orbit.

Additional SWIR operating constraints are TBD.

3.2.6.2.6 TIR Operating Constraints

a.

b.

c.

d.

The maximum number of observations per orbit will be 6.

The maximum observation time per orbit will be 16 minutes
in day time and 4 minutes in night time.

The maximum number of pointing changes per orbit will be 4

The maximum number of observations averaged over 5 years will be 2-3 per
orbit.

3.2.6.2.7

a. The
will

Other Operating Constraints

maximum number of observations per orbit for Full Mode operation
be 5.

ASTERmu Preliminary 13 8/23/93
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b. Additional ASTER operating constraints are TBD.

3.2.7 Initial Activation

ASTER activation will be performed

ASTER will be powered on and
Operational Initialization Mission

during real-time contact

checked out in stages
Phase per the ASTER

with the Spacecraft.

during the Spacecraft
Activation Procedure

(~BS). The sequence for each instrument is {s follows :

:

c.
d.
e.
f.

Launch-lock off
Cool-down
TBD
TBD
TBD
Series of instrument activities to be conducted per procedure and
activation schedule.

At the completion of the Activation Procedure ASTER is commanded to the TBD
Mode and SCC Stored command loads will be loaded and verified for the scheduled
science mission.

3.2.8 Initial Instrument Operation

To be described by JAROS. To be added (TBS).

ASTERIFou Preliminary 8/23/93
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4 OPERATIONAL SYSTEM DEFINITION
=—

The understandings regarding operation of the EOS-AM Spacecraft and ground
system, as each relates to instrument operation, are as follows:

4.1 Spacecraft Bus

The EOS-AM Spacecraft Bus provides the platform for science instrument
observations, and provides the environment and services necessary to sustain
instrument operability.

The EOS-AM Spacecraft mission can be described by seven mission phases. Each
mission phase represents a predefined period during which a set of interrelated
operations and activities are performed. The primary activities associated with these
mission phases are:

a.

b.

c.

d.

em

f.

g“

Prelaunch – Launch readiness of the Spacecraft, launch vehicle, and
associated ground elements is established and verified.

Launch / Ascent – The launch vehicle places the Spacecraft in the
injection orbit and the Spacecraft senses separation from the launch
vehicle.

Orbit Acquisition Initialization - A positive Spacecraft energy balance and a
S-Band communications link is established. A stable earth-oriented attitude
is attained.

Orbit Acquisition - The Spacecraft performs the maneuvers necessary to
achieve operational orbit. These maneuvers are designed by the cognizant
operations elements and initiated by ground command under Flight
Operations Team control.

Operational Initialization - The Space~aft operational orbit is acquired. A
complete housekeeping and instrument equipment checkout is performed by
the Flight Operations Team with technical direction from the Spacecraft Bus
contractor and the ASTER Instrument Operation Team including ASTER
instrument contractors. A fully operational Spacecraft state is established.

Operational - The Flight Operations Team is responsible for conducting
Spacecraft operations. Proper Spacecraft orbit is maintained and full resources
to the instruments are provided during the science mode.

End of Mission - Upon deasion to end the Spacecraft mission, the
Spacecraft is placed in a dormant state and permitted to experience a normal
orbit decay to re-entry into the Earth’s atmosphere.
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Figure 2 depicts a top-level flow of the EO%AM Spacecraft mission phases.
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4.1.1 Command and Telemetry Systems
=—

The Spacecraft Bus command system provides the primary means of controlling the
Spacecraft and instrument operations while in orbit. The Spacecraft Bus telemetry
system provides the means for monitoring Spacecraft status, health and safety, and
for acquiring/storing and retrieving EOS-AM science data. Command and telemetry
systems hardware also generates and distributes timing signals, and produces the
relative time code which appears within the telemetry format.

During normal operations, 150 Mbps science playback data (when commanded) and
16 kbps real-time housekeeping telemetry data is transmitted throughout each
Spacecraft/TDRSS contact. 10 kbps command capability is available to handle uplink
transmissions. The other Spacecraft Bus command and telemetry link capabilities
are shown in Figure 3 (Uplink Paths) and Figure 4 (Downlink Paths). Commands
may be preloaded into the SCC and issued by the stored command capability at
designated times. Repetitive sequences of commands maybe stored within the SCC
and activated by an initiate command to reduce command transmission and storage
volume.

SERVICE SPACECRAFT DATA REMARKS
ANTENNA RATE

SSA HIGH GAJN 10 Kbps NORMAL COMMAND OPERATIONS
HIGH-RATE COMMANDS

SMA HIGH GAIN 1 Km LOW-RATE COMMANDS

SSA OMNI 125 BPS
CONTINGENCY

VERY LOW-RATE COMMANDS

DSN/GN/WOTS ohm 2 Kbps EMERGENCY

SSA . S-BAND SINGLE ACCESS DSN . DEEP SPACE NETWORK

SMA = S-BAND MULTIPLE ACCESS GN . GROUND NETWORK
WOTS = WALLOPS ORBITAL

TRACKING STATION
I #

FIGURE 3 UPLINK PATHS
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SERVICE TVPE DATA RATES ANTENNA CONTENT USE
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SSA

Real
DSN Time 16 Kbps 16 Kbps

OMNI Housekeeping Data
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WOTS Play

Diagnostic
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Emergency Operations
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DB ~ea, 12.5 M@ 12.5 Mbps Direcn
Real-Time

MODIS Reai-Tima Data

Time
Access
System
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MODIS (l), ASTER (Q)
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Real-Time

Direct WIence Data
MODIS Real-Time Data
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DB = Dhct Broadcast KSA = K-band single access

DDL = Direct Downiink SSA = S-band single access

DP = Direct Playbaok SM4 = S-band multiple access
DSN = Deep Space Network
GN = Ground Network

TDRSS = Tracking and Data Relay
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The Direct Access System (DAS) provides for direct-to-’~er downIink Of science data
via the X-band transmission system which is independent of the High Gain
Antenna (HGA). A summary of Spacecraft downlink services, including the DAS,
is shown in Figure 5 (Downlink Paths).

Normal operation will be to configure the DAS for continuous operation in the
Direct Broadcast (DB) mode, providing uninterrupted output of real-time MODIS
science data along the orbital path. When scheduled by the EOC, the DAS Direct
Broadcast/Direct Downlink (DB/DDL) mode will provide direct-to-user ASTER
science data on the X-Band Q channel, in addition to the MODIS data on the X-Band
I channel.

The DAS Direct Playback (DP) mode is considered an emergency mode and will be
used only in the event the Solid State Recorder (SSR) science data cannot be played
back through the HGA.

The EOC scheduling function will coordinate DAS operations with the user ground
stations. The Spacecraft DAS services will be managed via the SCC stored command
and RTCS capability.

4.1.2 Spacecraft Controls Computer

The Spacecraft Controls Computer (SCC) provides the hardware, software and
firmware support for control of on-board operational processes.

Specific requirements for interaction between SCC functions and instrument
operation are defined in Appendix I.

4.1.2.1 Spacecraft Controls Computer Description

There are redundant SCCS, each of which hosts the firmware to provide SCC
initialization functions. Both SCCS can be simultaneously powered and host the
full software load but only one SCC can be active at any time. Once loaded, the
active SCC software provides a real-time Operating System and supports the
execution of application software for the Spacecraft subsystems and instruments.
The SCC provides a number of application software services to maintain Spacecraft
and instrument operability.

a. The SCC Operating System/Executive is a standardized operating system
which supports the execution of the SCC applications software and
manages the SCC resources (1/0, scheduling, memory management, timing).

ASTERIFOUPAirnmy 19 8/23/93
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The Command, Telemetry and ContioI (cT&C) application interfaces with all
SCC-resident software and provides the following services:

1.

2.

3.

4.

5.

6.

7.

Validation and distribution of ground commands for SCC applications
software execution.

Performs system level Fault Detection, Isolation and Recovery (~IR).
The FDIR software resides in the SCC applications programs and in the
Telemetry Monitor (’INION).

Storage and processing of Absolute Time Commmds (ATC) and Relative
‘lime Command Sequences (RTCS).

Sequencing control of SCC-issued subsystem and instrument commands
(Absolute-time stored commands, Relative-time stored commands,
closed-loop control commands and FDIR commands).

Performs Spacecraft Time management, and provides for generation
and distribution of the SCC Time of Day (TOD) information to the
instruments.

CoIlects SCC telemetry for inclusion in the downlinked telemetry
stream.

Collects, formats and distributes Ancillary data to the instruments via
the Command & Telemetry Bus.

.

The Attitude Determination and Control (ADAC) application softwme
provides software to acquire and maintain Spacecraft attitude within the
accuracy limits necessary for instrument operation. The ADAC application
provides control of the Solar Array Drive and High Gain Antenna via closed-
loop control and FDIR commands.

The Navigation (NAV) software performs Spacecraft orbit determination and
control. NAV provides position and vector information to the ADAC. NAV
also provides telemetry data, Doppler compensation information, closed-
loop control and FDIR commands.

ASTER IFou Prehinary 20 8/23/93
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e. The Thermal Monitor and Control Software (~s) provides autonomous
control of the active Spacecraft thermal control elements [Heater Controller
Electronics (HCES) and Capillary Pump Heat Transport System (CPHT91 to
maintain the Spacecmft bus and instrument temperatures within allowable
operational limits. The TMCS provides telemetry data, closed-loop control
and FDIR commands.

f. The Power Monitor and Control Software (PMCS) provides autonomous
control of the Electrical Power System (EPS), including battery charge control
and automatic load shedding. The PMCS provides telemetry data, closed-
loop control commands and FDIR commands.

The Telemetry Monitor (TMON) will be used to monitor critical Spacecraft bus and
instrument telemetry. TMON provides the on-board capability to monitor
spacecraft housekeeping data and SCC memory and to initiate autonomous action
when predefined anomalous conditions occur. TMON has the capability to mask
out telemetry information, perform logical operations on the telemetry
information and compare the results to predefined values. If specific anomalous
conditions occur, TMON will trigger predetermined actions which may be 1) no
action, 2) issue a spacecraft command, or 3) issue a command to activate a Relative
llrne Command Sequence (RTCS). When a TMON action is triggered, a message
will be inserted in the spacecraft activity log which will specifically define the action
taken. TMON is table-driven via the telemetry monitor tables, which are ground-
controllable. Each TMON function may be individually enabled or disabled by
ground command. Each TMON function may also be inhibited from issuing its
predetermined commands, while still being allowed to perform its comparison
check and notify the activity log if an anomalous condition is detected.

The Fault Detection, Isolation and Recovery (FDIR) system is designed to
autonomously reconfigure the Spacecraft in response to predefined survival-critical
hardware or software failures. The intent of the FDIR is to minimize autonomous
switching, while protecting the Spacecraft Bus and instruments and providing those
services required for survival. Anomalies which are not time critical will be
resolved by ground intervention rather than FDIR action. Most of the FDIR
software resides in the SCC application software programs. FDIR utilizes the TMON
software to perform simple, table-driven FDIR functions.

The FDIR system monitors the state of various Spacecraft hardware and software
functions, determines fault occurence and generates fault recovery commands to
the Spacecraft. When necessary, the FDIR controls the Spacecraft entry into Safe
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Mode and Survival Mode. Since the SCC may not be fun~onal during these
modes, some FDIR functions are distributed in hardware thoughout the Spacecraft.
If the SCC is non-functional, stored command and RTCS operation will also be
interrupted. Safe Mode and Survival Mode recovery will be accomplished only by
ground command.

4.12.2 Spacecraft Controls Computer Operation

During normal flight operations a SCC stored command table memory load will be
performed once per day with the list of Absolute Time Commands (ATC) and
associated time tags necessary to perform Spacecraft operations for the next 24
hours. Figure 5 shows the stored command structure.

Absolute Time Stored Command

I
1

I 1 I I
I I I I
I 1 I I

Tune Tag I
Inhibit I cmd Destination I Cmd word I Cmd word

UP to 8 FSD) mmmends MSY
have same time tag

cmdoNlMbnd+*(lM)-
Tsne Teg -- CCSDS Tme
segmentedforma (TBD)

MM lime resoludon.1.024 sec

Commsnddispatohd withh 1.024
Secof time tsg

Speg~al&nmend5

~- Inhibil
JUMP

Table
HALT

.+

CIureslt Sids@

GroundCemmsnd
3000 Trne Tamed
ommsrlds (lSK words)

FDIR
CurrentCanmand Pointerin
housekeepingtelemetry

FIGURE 5 ABSOLUTE TIME STORED COMMAND STRUCTURE
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The SCC will distibute each stored command to JKe appropriate spacecraft or
instrument subsystem when the time tag matches the Spacecraft time. The

command time tag resolution is 1.024 seconds. The SCC has the capability to accept,
store and distribute up to 3000 stored commands. Each stored command has an
associated inhibit identifier by which the SCC identifies the functional group to
which the command belongs. All commands in a functional command group (as
determined by the SCC inhibit table) may be inhibited from execution by either
ground command or FDIR/TMON generated command. Figure 6 depicts stored
command operation. Stored command loads will be planned to occur at least 6
hours prior ~o the end of the last stored command load, so there may be up to 30
hours of Spacecraft commands in the stored command table at that time. Specific
stored-command requirements for instrument operation are defined in Appendix I.

Absolute Time Stored Command
Example

Inhbil

Spacecraft Clock

..

//’:dD

TsnsTqI Inhibn CmdOsslinsrion CnldWMl CrnjWml

Command dispatched at 124:1SOOKJ0
-0.000SW + 1.024 SW

——————————..- -.-. — ---- .—-. .
FIGURE 6 ABSOLUTE TIME STORED COMMAND U1’MW1 lUN

- ASTERIFou Iwirninary 23 8/23/93



20043117
26 August1993

During flight operations, groups of commands known as ~ative Time Command
Sequences (RTCSS) will be used to provide at least 128 SCC-resident predefine
command sequences. Each RTCS has an associated RTCS sequence number, an
inhibit ID, and up to 16 Relative Time Commands with associated relative time
tags. Figure 7 illustrates the RTCS structure. RTCSS may be executed by ground
command, stored command, SCC (FDIR/TMON) generated command or by another
Relative Time Command. The relative time tag associated with each command
defines the time delay relative to the previously dispatched command. Relative
time tags have a resolution of 1.024 seconds. Each RTCS will have an associated
inhibit identifier by which the RTCS may be inhibited from execution by ground
command or FDIR/TMON generated command. No inhibit identifier will be
provided for individual commands within the RTCS. Multiple RTCSS may be
active at the same time.

Relative Time Sequence Commands

I RTS # I Inhibh lCmd Count

Time Delay Cmd Daatmation Cmd word I Cmd word

I
I I I
I I I

I I I I 1

I I Ic
●
●

1 I I I I
cdoOmlrlahwOd+rw0(lmk)wxd9

W&!!mand
Abadute Time Command
p$p

SW funcdon

Tim*
MinimumTme Delay -1.024 sac

Command lima Delays may be same
(cmds dispatchedas fast as command
processcan mrvice)

Canmand dmfmtchadwilhh 1.024 sac

More tin 1 RTSS maybe active
(up to TBD acwa slmultanaously)

RTS may actwla anorherRTS (TBD)

RTS ●ctivityreportedin TIN

IIlhbItad *
Ground Command
p&N

~tJMailw

w4h 16 commandseach

FIGURE 7 RELATIVE TIME COMMAND SEQUENCE STRUCTURE
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RTCSS will be loaded into the SCC via ground com~=nd and will remain in the
SCC memory until removed or over written by ground command. They do not
require reloading on a regular basis. RTCSS will be used to perform repetitive
functions on-board the Spacecraft (thus reducing the number of stored commands
required), and as a command resource for the TMON/FDIR software.

Specialized RTCSS may be loaded, particularly during the Launch through
Operational Initialization Mission Phases, for such time-critical operations as solar
array release and deployment in order to minimize the need for ground control.
The~e RTCSS will be ‘deleted and/or replaced for norm~ operations.

Figure 8 depicts RTCS operation.

SpscecmttCbck Relative Time Commanding
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Example
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41.3 Command and Telemetry Interface Unit
=—

The Command and Telemetry Interface Unit (CTI’U) is a central component for
command and telemetry processing. The CTCUprovides the processing and routing
of command and telemetry data between the ground system, the Spacecraft Controls
Computer and the Spacecraft instruments and housekeeping systems. The CTIU
provides the following spacecraft services:

a.

b.

c.

d.

There

Uplink command decoding, processing, and distribution within the
spacecraft.

Collection and formatting of spacecraft housekeeping and ancillary data in
preparation for mass storage or immediate downlink.

Spacecraft command, telemetry and closed-Ioop interfaces to the Spacecraft
Controls Computer (sCC).

Maintenance and distribution of Spacecraft Time and reference frequencies
within the spacecraft including the coordination of Spacecraft Txme with
ground timing and ranging systems.

are two redundant CTIUS, only one of which is active at any time and which
acts as the Command and Telemetry -(C&T) bus controller. The other CTIU is a ‘hot
standby’ and acts as a Remote Terminal (RT). Both CTTLJSare always powered when
the Spacecraft is powered. Both the active and standby CTIUS can receive and
execute uplinked CTIU-specific commands.

The active CTILJ receives commands and command data from the ground via the S-
Band Transponder, in addition to FDIR commands , closed-loop commands, and
Absolute-time and Relative- time stored commands from the Spacecraft Controls
Computer. CTIU-specific commands are executed immediately, while SCC-specific
commands and command data (SCC table, software or stored command loads) are
transferred to the SCC via the CTIU-to-SCC serial interface. The CTIU processes
and distributes all other command data (Spacecraft or instrument commands and
microprocessor loads) to the appropriate subsystem or instrument via the C&T bus.
Since the SCC may be inoperative when the Spacecraft is in safe mode, only the
CTIU processes real-time ground commands. Figure 9 illustrates the CTIU
command processing flow.
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The CITU receives Spacecraft subsystem and instrument telemetry via the C&T bus
and the Bus Data Units (BDU). The CTIU formats the telemetry data for output to
the Solid State Recorder (SSR) and/or the S-Band Transponder. Figure 10 shows
the CITU telemetry processing flow.
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The active CTIU also provides the Spacecraft master ‘~ock and time services. The
Master Oscillator (MO) provides the frequency reference signals to the S-Band
transponder and CTTU with a frequency accuracy of 1 part in 108.

The CTIUpropagates themaster Spacecraft Clock using the MO frequency reference.
The difference between the Spacecraft Clock and Universal Time Code (UTC) is the
Clock error, which will grow due to the time-integrated effect of MO frequency
errors. The Clock error must be periodically measured, and must be corrected when
it approaches 30 milliseconds. The CTIU supports the accurate measurement of the
Clock error via the ground based NASA User Spacecraft Clock Calibration System
(USCCS). The USCCS is a distributed system using TDRSS White Sands Ground
Terminal (WSGT), Network Control Center (NCC), EOS Data and Operations
System (EDOS), EOC, and the on-board transponder to determine and correct the
Spacecraft Clock error. USCCS software is required in the EOC to process the
information and provide the on-board clock bias. The USCCS system currently
guarantees calibration accuracy of +/-5 microseconds with respect to UTC. It is
anticipated that EOC would request a clock calibration as often as once per day, and
will update the Clock bias as necessary to maintain 10 microsecond accuracy.

The Spacecraft Clock may be set and adjusted either by ground command or from
SCC-resident software. Both initialization and delta-time (fine adjustment)
commands are supported. Clock initialization commands generally cause service
interruption in the navigation system and will be used only for system
initialization and failure recovery. Delta-time adjustment commands may be
executed with a 1 microsecond accuracy and cause minimal disturbance to the
system for short periods of time. Delta-time adjustments will be used for clock
adjustments when necessary. Clock adjustment and bias update operations will be
scheduled to provide minimum perturbation to instrument operations. The EOC
FOT will provide coordination of all clock adjustments and bias updates and
notification of all users of time-tagged Spacecraft data, as required.

The CTIU also provides two separate time and synchronization services :

a. The Standard Time (ST) service provides moderate accuracy synchronization
and Time Of Day (TOD) information in support of Spacecraft housekeeping
functions. In general, Spacecraft functions (except for navigation) do not
require knowledge of Universal Time Code WTC), but some functions SUCh
as stored command processing do require Tune Of Day (TOD) knowledge.
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b. The Precise Time (PT) service delivers high accuracy~=igh preasion time data
to the science instruments and the on-board navigation function, which have
more stringent accuracy requirements. The instruments “require an on-board
time reference accurate to within 100 microseconds relative to UTC. The
desired accuracy for navigation measurement data time tagging is +/- 10
microseconds.

4.1.4 Science Formatting Equipment

The Science Formatting Equipment (SFE) is part of the high-rate data handling
system for the Spacecraft. The major function of the SFE is to internally route
science data from the SSR, High Rate instrument and Low Rate Science Bus input
ports to the appropriate SSR, KSA and DAS modulator output ports. Data routing
in the SFE consists of processing the asynchronous packetized input data and
transferring the data, in the proper format, to the KSA and/or DAS modulators or
to the SSR output (record) port at data rates up to 150 Mbps.

The SFE is fully redundant, including the buses, the bus controllers, and the
internally cross-strapped input and output ports. The SFE generates all internally
used frequenaes.

The SFE input interfaces are defined as follows:

a.

b.

c.

d.

The Low Rate Science Bus provides for up to 6 remote terminals including the
instruments and the 2 CTISJS. The Low Rate Science Bus will carry telemetry
data, ancillary data, and low rate science instrument (CERES and MOPIIT) data
with a maximum aggregate input data rate of 200 kbps. The SFE will control the
Low Rate Saence Bus via two Bus Controllers, only one of which will be active
at any given time.

Each of the SFE High Rate serial input ports will accept variable size packets of
science data at up to 50 Mbps from the high rate data Instruments.

The SFE will receive SSR playback data on two redundant ports, only one of
which will be active at any time. The data rate for the active port will be
selectable at O,105 or 150 Mbps.

The BDU interface provides control of the SFE configuration, operating mode
and input/output rates through either SCC or grou-d generate-d commands

The SFE output interfaces are as follows:

a. The SFE will output independent data streams to each channel of the redundant
KSA and DAS m~dulator~.
while the DAS modulators

ASTERmu Preliminary

The KSA modulators each have a single channel,
each have two independent channels.
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b. The SSR record interface consists of unidirectional @rts from the SFE to the
SSR. Only the SSR Record interface port which is connected to the active SSR
controller will be active. The SFE/SSR record data stream consists of Channel
Access Data Units (CADU)S at a fixed recording rate of 150 Mbps.

c. The BDU interface provides for the collection of SFE housekeeping telemetry
During normal operations the SFE will be configured to output speafic data
streams, accepting and routing instrument and Low Rate Science Bus data to the
SSR and the modulators:

1, The SSR record output will be configured to record all High Rate
instrument and Low Rate Science Bus data.

2. The KSA modulator output will be configured for SSR playback via
TDRSS, requiring ground commands during each TDRSS contact to turn
the SFE playback clock on and off.

3. The Direct Access System (DAS) Direct Broadcast (DB) link will transmit
real-time MODIS instrument data.

4. The DAS Direct Downlink (DDL) will transmit ASTER real-time data.

The FOT will monitor the SFE performance during real-time housekeeping
telemetry data reception.
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The SFE interfaces are shown in Figure H.

——- ——. — ----- . .
FIGURE 11 SFE INTERFACE BLUCK UMGIW
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4.1.5 Solid State Recorder
=—

The Solid State Recorder (SSR) is a high capaaty data storage device consisting of
two redundant Data Control Units (DCUS), and two identical Data Memoryunits
(DMUS). Figure 12 shows the SSR basic configuration. In operation, only one DCU is
active at a given time. The DCU contains the record/playback processing, and
command and telemetry processing. A part of the 2.4 Gbit DCU memory (357 Mbit)
is allocated to housekeeping telemetry data storage. The total 140 Gbit memory
capacity is provided by the two DMLJs plus the local memory contained in the DCU.
The SSR maybe commanded into a Low Power Mode in order to provide the CTIU
interfaces and the associated record/playback functions while minimizing the SSR
power dissipation. In the Low Power Mode, only the active DMU and its local
memory is powered and housekeeping telemetry record and playback via the CTIU
is available. Low Power Mode is entered when the SSR is powered up and may be
entered by command from the Saence Mode.
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Figure 12 SSR Basic Configuration
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The SSR is capableof simultaneously recording and pla$iiigba cksciencedatavia
interfaces with the Science Formatting Equipment (SFE). Concurrently the SSR is
capable of recording or playing back housekeeping telemetry data via an interface
with the CTIU. The SFE and CTIU interfaces operate independently of each other.

The SSR is capable of recording science data from the SFE at a data rate of 150 Mbps.
The SSR will sort and record spacecraft science data in separate logical data buffers
sorted according to the Virtual Channel Identifier (VCID) of the data source. Up to
eight science data storage areas [circular first in first out (FIFO)] buffers may be
provided, each accepting data from a single or multiple VCIDS. The four ASTER
VCIDS may be directed to a single data buffer. Figure 13 illustrates the SSR science
data buffer utilization. This capability will provide for selective playback of the
science data. The proposed buffer sizes will accommodate at least one full orbit of
data when instruments are operated in their predicted profiles. The current
proposed buffer sizes are shown in Table II. Each SSR buffer may be commanded to
allow the oldest data to be overwritten or to protect the data (overwrite inhibited).

Table II Pro~osed SSR Buffer SizimZ
w

Data Type Buffer ~ize Remarks
Housekeeping 357 Mbits Four Orbits of data

Low Rate Science 357 Mbits 105 minutes of data
MODIS 44.8 Gbits 60 reins day rate, 50 reins night rate
MISR 24.9 Gbits 67 reins of data. >1 orbit nominal ops

ASTER 69.6 Gbits 12.9 rnins at 90 Mbps.

The SSR is capable of playing back recorded science data at a maximum data rate of
150 Mbps. The SSR input and output data streams consist of integral numbers of
8192 bit blocks which are referred to as Channel Access Data Units (CADUs). The
first requested CADU for each requested playback shall be preceded by the last 100 to
256 CADUs played back from this buffer during the previous playback. The SSR will
not erase science data during playback, but the oldest data will be overwritten when
a new recording session occurs directly over previously recorded data. The science
data output stream from each buffer will be in the same time order in which it was
recorded. The SSR is capable of playing back any ground-specified portion of the
stored science data.

The SSR is capable of recording and playing back 16 Kbps Spacecraft housekeeping
telemetry data via cross-strapped interfaces to the Spacecraft CTIUS. The
housekeeping input and output data streams consist of housekeeping telemetry
CADUs which are recorded in and played back from the 357 Mbit arcular FIFO DCU
buffer. The SSR can record or playback the housekeeping data concurrently with the
science data playback, but - ca-nnot
simultaneously. After four orbits the
overwrite the housekeeping data.

ASTERmu Preliminary

record and- playback housekee-ping data
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See F@re 14 for a typical operating scenario.
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The SSR plays back stored housekeeping data at a groufii-commanded rate of either
256 Kbps (via TDRSS) or 512 Kbps (via DSN/GN/WOTS). The output data stream
consists of integral numbers of CADUs. The first requested CADU for each playback
will be preceded by the last 100 to 256 CADUs played back from the buffer during the
previous playback. The SSR will not erase telemetry data during playback, but the
data will be overwritten when a new record segment occurs directly over previously
recorded data regardless of the playback status of the previously recorded data. The
telemetry data output stream will be in the same time order in which it was
recorded.

The SSR telemetry will provide status information for each buffer which will be
evaluated by the EOC to assure complete data retrieval. The status information will
indicate:

a. The locations of the beginning of data that has not been dumped
b. The current location of the record pointer
c. The location of the dump pointer.

The EOC will track the instrument science and the housekeeping telemetry data
times, the data position in the SSR memory, and the playback status of recorded
data in order to ensure no loss of either science or housekeeping data.

Normal SSR operation will be to record all science data, with the SSR always in
Record mode and the SSR data input being determined by the instrument
operations. The high rate instruments and Low Rate Science Bus output will be
recorded in separate buffers. The operating plan for retrieving science data from the
SSR is to play back the data during two nominal 10 minute TDRSS contacts during
each EOS-AM orbit. At the data rates available, a full SSR (all buffers full) would
take approximately 18 minutes to dump completely. Since the peak data generation
of the instrument set occurs during the daylight observations, and six to eight
minutes of SSR playback will occur during each ten minute TDRSS contact, all data
contained on the SSR may not be retrievable during a single 10 minute contact.

TDRSS contact spacing and location will be influenced by the
Spacecraft/TDRS/ Earth geometry and the TDRSS scheduling requirements, but
equally spaced contacts (approximately 40 minutes apart) are the current plan.

SSR operations will be controlled by a combination of stored and real-time
commands. Science instrument data start/stop operations will be initiated by stored
commands generated by the EOC scheduling function, while memory
configuration, mode change, playback and communication link configuration
commands will be via real-time commands.
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Nominal SSR operations (see Figure 15 for the SSR operation profile) will be as
follows:

a.

b.

c.

d.

e.

f.

g“

The housekeeping telemetry data will be continuously recorded in the DCU
memory, overwriting the housekeeping buffer after approximately 3.5 orbits.
The housekeeping buffer will be played back only in the event of a Spacecraft
anomaly or to provide specific data for ground analysis.

The SSR wiI1 continuously record CERES, MOPITT, ancillary and telemetry
data from the Low Rate Science Bus via the SFE into the Low Rate buffer.
This data will continue to be recorded even while the SSR is being played
back.

The SSR will record science data from the instruments via the SFE into their
respective buffers. The ASTER data may be recorded into one buffer or may be
sorted by VCID into four different bufferslnstrument data will continue to be
recorded even if the SSR is being played back during the record period.

The SSR science data will be played back during each scheduled 10 minute
TDRSS contact (twice per orbit). The science data buffers will be played back i n
sequence, oldest data first, such that suffiaent space is available in each buffer
to accommodate the science data scheduled to be recorded before the next
TDRSS contact.

The ASTER and MISR buffers will be completely played back if possible.

The LOW Rate and MODIS buffers will nominally never be completely
emptied since the instruments will be continuously producing science
data. Playing back older saence data while simultaneously recording new
saence data wiIl be the normal operational configuration.

SSR playback start and stop will be controlled by ground command.
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4.1.6 Bus Data Unit

The Bus Data Unit(s)

=—

(BDU) provides standard command and
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telemetry interfaces
between the Spacecraft housekeeping components and instruments. The BDU is an
internally redundant device.

The BDUS collect, reformat and transmit housekeeping and instrument telemetry
data to the active CTIU via the C&T bus. The BDU provides analog/digital signal
conversion and conditioning.

The BDUS also receive command data from the active CTLU via the C&T bus,
processing and issuing the commands. BDUS may issue relay drive, logic pulse or
serial

4.1.7

commands.

Initial Spacecraft Operation

The Spacecraft command and telemetry systems are active during all Spacecraft
mission phases, and are fully available to support initial activation and subsequent
instrument operation of ASTER.

The Spacecraft operational orbit is acquired during the Spacecraft Operational
Initialization Phase. A complete housekeeping and instrument equipment checkout
is performed and a fully operational system state is established. The EOC activities
are augmented by Spacecraft engineering support from the contractor’s facility and
ASTER Instrument Operations Team. The operation of ASTER is directed W
ASTER ICC.

Figure 16 shows a typical time-line
Operational Initialization Phase.

I

representation of the activities during the
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FIGURE 16 OPERATIONAL INITIALIZATION PHASE A~IVITIES TIMELINE
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41.8 Spacecraft Maneuver Operations
=—

Throughout the EOS-AM mission, periodic orbit maintenance maneuvers are
executed by the Spacecraft to maintain the operational (705 km) orbit requirements.
The frequency of orbit adjusts is TBD. Each maneuver is planned and scheduled in
advance of execution. Orbit maintenance maneuvers are not enabled without
providing an opportunity for appropriate instrument reconfiguration, except in
Spacecraft emergency situations. The Propulsion Subsystem provides impulse for
orbit maintenance.

The Spacecraft is monitored by the Flight Dynamics Facility (FDF) through TDRSS
ranging, and by the EOC, which uses TDRSS Onboard Navigation System (TONS)
determinations. When required, orbital adjust calculations are performed to
determine the direction and length of the bum, and the required start time. These
calculations are used to generate stored commands. Upon completion of the burn,
Spacecraft orbital Parameters are monitored to determine the need for further
c~rrection. Figure ~7 summarizes the steps described in paragraph 4.1.8
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CALCULATE
GROUND TRACK FDF

ERROR

PIAN FDF / EOC
ORBIT ADJUST
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FIGURE 17 ORBIT MAINTENANCE SCENARIO
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4.1.9 Autonomous Operations
=—

The Spacecraft Fault Detection, Isolation and Recovery (FDIR) System protects the
Spacecraft Bus and instruments in the event of survival-critical failures that occur
in the absence of ground command and control. To accomplish this, the FDIR
system autonomously switches the Spacecraft’s configuration (equipment
configuration and operating mode) in response to predefine survival-critical faults
to isolate faults and prevent propagation. The FDIR system resides mostly in the
SCC. This system provides autonomous action only if the fault detected is time
critical to Spacecraft survival.

The major Spacecraft functions assessed by the on-board FDIR system requires a
Flight Operations Team response in the event of function loss. The Flight
Operations Team takes predefine actions in the event a FDIR event is detected.

The Spacecraft Safe
or pending unsafe
Spacecraft on-board

Mode or Survival Mode is entered only after unsafe conditions
conditions are detected by the Flight Operations Team or the
FDIR system.

The Spacecraft may autonomously transfer into Safe Mode which may involve a
degraded Spacecraft operation, and may also involve interruption of stored-
command execution (only in the case of SCC or CTIU/C&T Bus loss).

Safe Mode or Survival Mode recovery occurs in predefine ground command /
control steps only after detailed analysis and Spacecraft subsystems checkout and
Operational Readiness verification.

4.1.10 Spacecraft Bus Operating Modes

The Spacecraft Bus operating modes are defined by the minimum functional and
performance capabilities that are required to satisfy mission conditions and
constraints.

Transition between a primary mode and a back-up mode is initiated by either
Ground Command (stored or real-time) or on-board FDIR logic. The on-board
Spacecraft Bus computer [SCC] autonomously initiates a transition from a primary
mode (ie; Science Mode) to a back-up mode (ie; Survival Mode) following violation
of preselected FDIR criteria. Exit from a back-up mode to a functionally more
capable mode is by ground command only.

Figure 18 shows the Spacecraft operating modes available during each mission
phase and their status (primary availability or back-up availability).
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FIGURE 18 SPACECRAFT OPERATING MODES AVAILABILITY

The Spacecraft Bus system operating modes are:

a. Ground Test Mode. -- The Ground Test Mode is a non-flight mode, used by
the Launch Operations Team, in the Pre-Launch Phase following Spacecraft to
Launch Vehicle integration. During the Ground Test Mode, the Spacecraft
Bus undergoes comprehensive performance testing. Instrument science will
not be tested during this mode but the integrity of instrument interfaces are
verified. No deployments will be performed during the pre-launch tests.

The Spacecraft is essentially in a check-out state receiving power from the
Launch Vehicle T - minus zero umbilical, at the launch pad. The Spacecraft
readiness for launch is established. The batteries are charged and equipment
powered, as required, for low rate telemetry and commanding. Telemetry is
provided to the Ground Support Equipment via the T - minus zero umbilical
Spacecraft 1 kbps health and safety telemetry will be multiplexed with the
Launch Vehicle telemetry and made available via the Launch Vehicle
telemetry and antenna systems after Spacecraft disconnect from the T - minus
zero umbilical. The software and data tables are loaded with the appropriate
parameters for Orbit Acquisition Initialization and Orbit Acquisition Phase
activities.

The Ground Test Mode is entered by g-round command. The Ground Test
Mode is exited into the Launch/Ascent Mode for the Launch Phase upon the
Spacecraft going to internal power.
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h Launch/Ascent Mode - The Launch/Ascent Mode=% a primary mode in
both the Launch/Ascent and Orbit Acquisition Initialization Phases. The
instruments are powered off with survival heaters enabled. Housekeeping
equipment is powered as required for low-rate commanding and telemetry,
with survival and operational heaters enabled.

The Flight Operations Team will monitor the Spacecraft telemetry received
via the launch vehicle when it becomes available. No direct Flight
Operations Team command/control involvement is necessary during the
Launch and Ascent, assuming nominal Spacecraft conditions and activities.

Upon detection of separation from the launch vehicle, preprogrammed logic
will be activated to perform major early mission activities, including:

● An attitude maneuver to obtain an Earth-oriented attitude

● Deployment of the solar array to support the bus load and begin battery
recharge

● EstabIishment of an $band command/telemetry link, primarily with
TDRS via the omnis

● Deployment of the High Gain Antenna

● Enable the FDIR algorithms necessary for autonomous transition to
Survival Mode or Safe Mode in the event of predefined failures. These
algorithms will remain enabled throughout the subsequent mission
phases.

Launch/Ascent preprogrammed activities will, as a backup, accept real-time
ground commanded initiation, provided that a communication link with the
ground has been established.

Nominally, exit from the Launch/Ascent Mode to Standby Mode will be
ground commanded when the major early mission events (e.g. earth
acquisition, energy balance, High Gain Antenna deployment) have been
successfully completed. If an anomaly occurs after the Spacecraft has separated
from the launch vehicle, the transition from the Launch/Ascent Mode to
either the Survival Mode or Safe Mode may be commanded either by
autonomous on-board logic or by ground command.

c Standby Mode - Standby Mode is used during Spacecraft subsystem checkout
or as a back-up to the Science Mode. Although instrument science is not
supported in this mode, instrument housekeeping functions can remain
operational. Services provided during the Standby Mode include:
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Full power is provided. The Spacecraft Bus maintains a positive energy
balance. The Spacecraft solar array tracks the sun.

Thermal control is provided.

Nominal S-Band Spacecraft BUS and instrument housekeeping (16 Kb) /
health and safety (1 I@) telemetry are provided.

Commands are processed and distributed.

Spacecraft housekeeping, health, and safety data storage and retrieval are
operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate nominally,
providing Earth-pointing (precisio~ if transition is from Science Mode).
The TONS system is operational with the Spacecraft ephemeris loaded as
back-up.

Science Mode -- The Saence Mode is the primary mode used during the
Operational mission phase and during on-orbit ‘instrument checkout. During
Saence Mode the Spacecraft Bus provides the full complement of resources.
Services provided during the Science Mode include:

●

●

●

●

●

●

●

Full power is provided. The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun.

S-Band Spacecraft Bus and instrument housekeeping / health and safety
telemetry are provided.

Science data transmission (real-time or playback) capability on the K-Band
and Direct Access System are provided.

Anallary data and time-tagged navigational

Commands are processed and distributed.

data functions are provided.

Spacecraft high rate and low rate data storage and retrieval are
operational.

The SCC is operational including High Gain Antenna pointing and
control.
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. The Spacecraft Guidance and Navigation functi&K operate nominally,
providing precision Earth-pointing. The TONS system is operational
with the Spacecraft ephemeris loaded as back-up.

e. Delta-V Mode - The Delta-V Mode is a propulsive mode used to raise
Spacecraft altitude from the injection orbit to mission operational altitude,
arcularize the mission orbit and to provide periodic correction to
maintain the mission orbit. At a minimum, in the Delta-V Mode, the
Spacecraft can be at suMval power levels, and at a maximum, the
Spacecraft can beat full power.

Best case: (Such as planned Delta-V during the Operational Phase)

●

●

●

●

●

●

Full power is provided.

The spacecraft Bus maintains a positive energy balance.

The solar array tracks the sun with nominal rotation.

Science data transmission (real-time or playback) capability on the K-
Band and Direct Access System could be provided; however, fine
pointing and jitter control are not supported.

Anallary data and time-tagged navigational data functions are
provided.

Spacecraft high rate data storage and retrieval could be operational.

Worst case: (Such as during the Orbit Acquisition Phase)

●

●

●

●

●

●

AsrERmu

Survival power (degraded capability).

Commands are processed and distributed.

S-Band Spacecraft Bus and instru&ent housekeeping / health
and safety telemetry are provided.

Spacecraft low rate data storage and retrieval are operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate providing
Earth-pointing; however, fine pointing and jitter control are not
supported. The TONS system is operational with the Spacecraft
ephemeris loaded as back-up.
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L Survival Mode - The Survival Mode is a minimal power or power critical
mode in which only essential Spacecraft functiofi% (i.e., low-rate commanding
and telemetry, instrument survival heaters) are supported. Transition into

the Survival Mode causes non-essential housekeeping equipment to power-
down.

Instruments are commanded to take action to protect themselves and
establish a minimal power configuration. The Survival Mode is the primary
mode for the Launch/Ascent, Orbit Acquisition Initialization, Orbit
Acquisition, and End of Mission Phases. Services provided during the
Survival Mode include:

● The solar array tracks the sun with nominal rotation.

c Commands are processed and distributed,

. S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Q Spacecraft critical health and safety data storage and retrieval are
operational.

● The SCC is operational. (Best case)

“ The Spacecraft Guidance and Navigation functions operate nominally,
providing Earth-pointing. The TONS system is operational with the
Spacecraft ephemeris loaded as back-up.

g Safe Mode – The Safe Mode is a state in which the Spacecraft Bus is capable
of operating partially or complete] y independent of the XC. Speafically, the
Spacecraft Bus operates in the Safe Mode as long as the Attitude Control
Electronics (ACE) performs the attitude control functions.

Safe Mode can be entered via ground command by the Flight Operations
Team. Safe Mode is entered autonomously under two arcumstances. The
first is the loss of SCC - I’m OK - signal and the second is due to GN&C FDIR
action. Autonomous Spacecraft entrance into the Safe Mode due to GN&C
FDIR occurs if the GN&C FDIR detects an attitude error beyond a given
threshold and attitude control is switched to the ACE. Services provided
during the Safe Mode include:

Best case:

“ FuIl power is provided The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun with nominal rotation.
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Commands are processed and distributed. ~—

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Science data transmission (real-time or playback) capability on the
K-Band and Direct Access System is provided.

Anallary data and time-tagged navigational data functions are
provided.

Spacecraft low rate and high rate data storage and retrieval are
operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate safely Earth
poin~g with degraded pointing a~curacy. The TONS system is
operational with the Spacecraft ephemeris ioaded as back-up.

Earth Pointing

Worst case:

“ Power for survival equipment and instruments

“ No command / telemetry until the FOT reestablishes these functions
[Command and Telemetry Interface Unit (CT’fU) failure scenario],

● SCC non-functional. No SCC services.

● Sun pointing

c Thruster based

4.1.11 Spacecraft

attitude control.

Bus - Instrument Operating Modes Relationships

The Spacecraft Bus operating modes and ASTER operating modes
directlv interrelated. The S~acecraft Bus provides Predefine services

are
and

resour~es for each of its ofierating mode~. ASTER-operates to predefine
tasks for each of its operating modes.

Table 111 relates ASTER operating modes and the Spacecraft Bus operating
modes.
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TABLE III
SPACECRAFT BUS AND ASTER OPER4TING MODES

ASTERINSTRUMENTMODE

All bunch Launck Standby Standby Obaarvations Pointing Calibration Safe Survival Othem
off lock 1 2 Full

off VNIR ● cool-
V/Stereo Down

TIR ● Prep1
SWIR&nR ● Prep2

●mR
SPACECIWT Getter

SY5TEMMODE ●TIR
Down

Ground Test x

Launch/Ascent x

Standby x

science x x x x x x x

Delta-V x x

Survival x

Safe x x

&

)

X . Normal Coti]guration See Appendix Vll (Section 70)
for Details.
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4.2 Ground System
=—

The EOS ground system provides the earth sciences community with a variety of
dataproducts obtained from the Earth Observing System spacecra.fts. Dataarchiving,
distribution and user interface capabilities are provided. The ground system also
supports the command and control of the EOS-AM Spacecraft.

EOS-AM flight operations utilizes several NASA institutional support facilities
along with dedicated EOS facilities. These include the following:

4.2.1 Space Network

The Space Network (SN) is the primary data transport system for relaying data
between the EOS-AM Spacecraft and the ground, and provides communication
resource scheduling support to EOSDIS. The SN elements together provide the
communications path between the Spacecraft communications subsystem and the
EOS Data and Operations System (EDOS). The SN has two parts:

a. The Tracking and Data Reiay Satellite System (TDRSS). TDRSS comprises
the Tracking and Data Relay Satellites [TDRS(S)], the White Sands Ground
Terminal (WSGT), and the Second TDRS Ground Terminal (STGT), also
located at White Sands.

h The Network Control Center (NCC) at the Goddard Space Flight Center
(GSFC).The NCC is the operations center for all SN activities. It provides
operational management of aIl elements of the SN and is responsible for all
scheduling activities for the TDRS(S) and ground terminals. The EOC
interfaces with NCC for scheduling SN resources. The NCC implements
operations, executes schedules, and performs link monitoring and fault
isolation.

Figure 19 depicts a top level view of the Space Network scheduling process.

The nominal plan for TDRSS support calls for two 10 minutes contacts per EOS-AM
orbit. The requirement for support is submitted with the speafic timing of support
services left to be scheduled by the NCC. A forecast schedule of TDRSS support
intervals is released by the NCC approximately one-two weeks beforehand.
Contingency/emergency support arrangements can be made with 10 minutes
advance notice.

Figure 20 shows a timeline of Space Network and EOC scheduling activities during
a normal forecast scheduling period and an active scheduling period.
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FIGURE 20 EOC \SPACE NETWORK SCHEDULING TIMELINE

4.2.2 Flight Dynamics Facility

The Flight Dynamics Facility (FDF) is an institutional facility located at GSFC that
provides orbit, attitude, and navigation computational services in support of flight
projects. Prelaunch services include mission design analysis, trajectory analysis,
sensor analysis, and operations planning. Operational support services include orbit
and attitude determination, anomaly resolution, orbit adjustment planning and
maneuver support, sensor calibration, post mission velocity analysis, and
generation of planning and scheduling data products.
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The FDF provides operational support to the EOS-AM’5pacecraft. The FDF interacts
directly with the EOC to provide TONS operations support, orbit adjustment

support, and post maneuver verification of spacecraft parameters. In addition, FDF
provides the EOC with TDRS and EOS-AM Spacecraft ephemeris loads and
predictions for planning and scheduling support.

The FDF routinely provides predicted orbit information for use in flight operations
and definitive data for scientific data processing (when requested). The FDF
generates planning aid data to support both long and short term operational
planning activities and for use in command generation processing. Performance
monitoring data is extracted from planning aid data sets, or generated separately;
this data is provided to the EOC for use in verifying proper Spacecraft operation
during real-time contact intervals. The FDF operates seven days per week to
generate predictive orbit data for use in daily command generation processing. The
short-term planning aid data used in daily planning activities is generated/updated
TBD, while long term planning aid generation is scheduled to support specific long
term planning activities whenever they occur.

4.2.3 NASA Communication Network

Together with the EOS Communications Network (ECOM) (Section 4.2.6.2), NASA
Communication Network (NASCOM) provides the set of circuits, switching, and
terminal facilities for operational telecommunications support of the EOS project.
Both networks provide a high level of security for the command, telemetry, and
other information directly related to the spacecraft operations that they support.
NASCOM provides the communications between the Earth Science Data
Information System (ESDIS) and the NCC (and possibly other institutional systems),
either directly or via ECOM gateways.

4.2.4 Science Support Networks

Other NASA networks that support EOS science communications include the
Program Support Communications Network (PSCN) and the NASA Science
Internet (NSI):

a.

b.

The PSCN provides programmatic and administrative data communication
services between NASA Headquarters, NASA centers, and other users. The
PSCN Control Center, located at Marshall Space Flight Center (MSFC), has
overall responsibility for scheduling, software development, maintenance,
and monitoring of the PSCN.

The NSI is a multi-disapline and
the NSI Project Office at NASA’s

IFOU Preliminary

multi-project network that is operated by
Ames Research Center (ARC). NH provides

53 8/23/93



20043117
26Au@st 1S93

data access and interchange among a wide variety of’%IASA saence
disciplines. It provides direct user access to several disciplines supported
by ESDIS and gateways to other networks that will be part of the ESDIS
Science Network (ESN).

4.2.5 Alternate Space/Ground Links

In the event that the Spacecraft is unable to communicate through TDRSS, NASA
ground stations link the Spacecraft with the EOC for housekeeping and health and
safety data. The ground stations include the following:

a. Deep Space Network (DSN).
b. Ground Network (GN).
c. Wallops Orbital Tracking Station (WOTS).

4.2.6 Earth Observing System Data and Information System

The Earth Observing System Data and Information System (EOSDIS) ground system
consists of EDOS, ECOM, and ECS.

4.2.6.1 EOS Data and Operations System

The EOS Data and Operations System (EDOS) is a component of the EOS Ground
System which provides an interface between the White Sands Ground Terminals
and other EOS Ground Systems like the EOC, ASTER Instrument Control Center
(ICC), PGS and ADADS, and the DAACS. The interface between EDOS and the DSN,
GN, WOTS, and Direct Playback stations is TBD.

EDOS processes data which conforms to the CCSDS recommendations.

For telecommand services, EDOS provides an asynchronous interface with the EOC,
and ASTER ICC while providing a synchronous interface with the White Sands
Ground Terminal. EDOS receives CCSDS Command Link Transmission Units
(CLITJS) from the EOC and provides the CCSDS protocol for transmission of the
data to the White Sands Ground Terminals.

For telemetry services, EDOS provides several data processing functions:

a) For data requiring real-time transmission (i.e., real-time housekeeping data to
the EOC), EDOS extracts packets from the S-band downlink and transmits
the packets to EOC and ASTER ICC with a minimum of delay at the rate
received. In addition, EDOS provides a time tagging function which will
allow for accurate spacecraft time determination.
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b)

c)

d)

EOS-AM data transmitted via the high-rate scienc% link (i.e., the K-band
link), undergoes level zero production data processing at EDOS. Playback
data is forward ordered if necessary, and data sets are generated which
contain time ordered packets (all with the same A1’’ID)with quality and
accounting information appended. The size of the data sets generated is
predetermined, so one data set may contain data from one or more TDRSS
contacts. Overlap between TDRSS contacts is eliminated where it occurs.

Level zero processed data sets are available for delivery to destinations
within 24 hours of receipt of all the required data.

Up to 5% of the total data may receive quick-look processing at EDOS. Quick-
look processing is a means of delivering science/engineering data to a
destination within approximately one hour of its receipt at EDOS. Any data
included in a quick-look processed data set is also included in a routine level
zero production processed data set. Quick-look processed data sets are limited
to data received during a single TDRSS contact. The data in a quick-look
processed data set may include all of the data associated with the specified
APID received during the TDRSS session or only those packets for the
speafied AJ?ID that have a special secondary header flag set (quick look flag).

Another EDOS processing option is rate buffering. This option is intended to
capture dowrdi~k data at-a high data rate and defiver tha~data to a
destination at a different, lower data rate with minimal processing delays.

Rate buffered data sets are files of packets for a single APID with limited
quality and accounting information appended.

EDOS provides an interface to the EOC, ASTER ICC, and DAACS for realtime.
spacecraft monitoring, data
management.

4.2.6.2 EOS Communication

accounting, fault isolation, and configuration

Network

The EOS Communication Network (ECOM) is a facility system that supplies
supporting services to EOSDIS. ECOM provides the set of circuits, switching, and
terminal facilities for operational telecommunications support specific to the EOS
project. Together with NASCOM, ECOM provides a high level of security for the
command, telemetry, and other information directly related to the Spacecraft
operations. ECOM provides the data transport path from the EDOS elements to
various other elements of EOSDIS, including the EOC and ASTER ICC. ECOM
supports a variety of bandwidths and uses state-of-the art communications
methods, including fiber optics and domestic communications satellites.
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42.6.3 EOSDIS Core System

The EOSDIS Core System (EC9

=_

has the following three segments:

a. The Flight Operations Segment.
b. The Science Data Processing Segment.
c. The Communication and System Management

4.2.6.3.1 Flight Operations Segment

Segment.

The Flight Operations Segment (FOS) manages and controls the
and its instruments.

The FOS comprises the following three basic elements:

EOS-AM Spacecraft

a. The EOS Operations Center

The EOS Operations Center (EOC) fa~lity seines as the focal Point for EOS
AM Space6aft real-time flight operations. The EOC will be located at
GSFC. Figure 21 shows the EOC staffing structure and relationships with
other EOS-AM Project related entities.
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The flight operations elements responsible for tl%%ealth and safety of the
Spacecraft are located at the EOC. The FOT performs the detailed flight
operations planning and scheduling, command, control, and real-time
monitoring of the Spacecraft. The spacecraft engineering group, located at the
EOC, is responsible for detailed Spacecraft performance analysis and produces
periodic spacecraft subsystem performance reports.

Housekeeping, engineering, and instrument quick-look processed science
data are also analyzed to support flight operations and to support Spacecraft
and instrument engineering.

The FOT coordinates ASTER operations with the Spacecraft and other
instruments. Working with the ASTER ICC /TL via the Instr~ent
Support T-inal(s), the FOT plans and schedules the ASTER and Spacecraft
operations.

The EOS-AM spacecraft contractor provides a spacecraft simulator, which is a
hybrid of the Spacecraft Bus Command and Data Handling (C&DH)
subsystem and special simulation software. This simulator supports ground
tests and training. The simulator will be located at the EOC.

Specific EOC command and telemetry database requirements for the ASTER
instrument are defined in Appendix II and Appendix III, respectively.

Specific requirements for EOC computer processing of ASTER telemetry data
are defined in Appendix III.

Specific requirements for ASTER uplink transmissions are defined in
Appendix II, while ASTER uplink verification requirements are included
within Appendix III.

4.2.6.3.2 Science Data Processing Segment

The Science Data Processing Segment (SDPS) provides processing and distribution
for science data and a data information system for EOSDIS. It consists of the
following three kinds of elements:

a. The Distributed Active Archive Centers (DAACS) -- The DAACS will process
data from the instruments to standard level 1-4 products, provide short- and
long-term storage for EOS and selected non-EOS data, and distribute the data
to users. Each is composed of a Product Generation System (PGS), a Data
Archive and Distribution System (DADS), and a portion of the distributed
Information Management System. Several DAACS are distributed around
the United States.
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b. The Information Management system (l’MS)- The 1~ is a distributed data
and information management service that includes a catalog system in
support of user data selection and ordering. The IMS is distributed but
will function as a single integrated information and data management
service from the point of view of the user. The IMS therefore presents the
same comprehensive view of the EOSDIS from any IMS access node.

c. The Science Computing Facilities (SCFS) - SCFS are located at science
investigator sites and are used to develop and maintain algorithms,
produce data sets, validate data and data products, and analyze and synthesize
EOS and other data to expand knowledge about the Earth system and its
components.

The SDI?S performs the EOSDIS functions of processing and archiving data from the
EOS instruments and data from other earth saence projects.

4.2.6.3.3 Communication and System Management Segment

The Communication and System Management Segment (CSMS) provides
communications, networking, system-wide network management, and
site/element operations management. This segment contains the following two
elements:

a.

b.

The System Management Center (SMC) -- A system management service for
EOSDIS ground system resources.

The EOSDIS Science Network (ESN) -- A communications network and
services providing for the electronic distribution of data among the DAACS,
SCFS, and other related science facilities.

The CSMS performs the EOSDIS functions of providing access to and distribution of
EOS data products, networking capabilities, and the exchange of items such as data
and algorithms.
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4.2.7 Japanese Elements of the ASTER Ground Syste&—

This section provides an overview of the Japanese elements of the ASTER ground
system called hereinafter ASTER Ground Data System (ASTER GDS). detailed
description of the ASTER

4.2.7.1 ASTER Ground

ASTER GDS has been

GDS elements, and the sys~em operation concept.

Data System Overview

defined as a hierarchy of segments, subsystems, and
components. Three ASTER GDS segments are defined to s-upport three major
operational areas: ASTER Operation Segment (AOS), Communication and System
Management Segment (CSMS), and Science Data Processing Segment (SDPS). The
segments are further divided into ASTER GDS functional elements to provide the
support required by the operational segments. Figure 22 illustrates the ASTER GDS;
its major elements are described briefly below.

The ASTER Operations Segment (AOS) manages ASTER instrument operations
and controls the ASTER instrument through the EOC. The AOS elements are the
Instrument Control Subsystem, including the Instrument Control Operation
Subsystem and the Instrument Analysis Support Subsystem, and the Instrument
Support Terminal (1ST). The ICC is responsible for the operations of the ASTER
instrument, it performs planning, scheduling, commanding, and monitoring. 1ST
is defined as a facility that connects the ASTER Science Team Leader to ICC in
support of instrument operation.

The Communications and System Management Segment (CSMS) provides system
resource management, communications services, and a data information system
for the entire ASTER Project. CSMS includes the Ground System Management
Subsystem (GSMS), the ASTER Data Network (ADN) including the ASTER
Japanese gateway. The GSMS provides system management services for the ASTER
GDS elements; plus coordination of ground system operations within and between
these elements. The ADN provides an internal network for communications
among the ASTER GDS elements, a network interface to the science user network,
network services at the application layer (TBR) and a network management facility.

The Science Data Processing Segment (SDPS) provides a set of processing and
distribution elements for ASTER science data, a direct receiving element for
ASTER raw data, and a software implementation system for the entire PGS. The
SDPS elements include Product Generation Subsystem (PGS) consisting of Data
Processing Subsystem (DPS), Data Analysis Subsystem (DAS) and other subsystems.
Information Management Subsystem (IMS), Direct Receiving Subsystem (DRS),
ASTER Data Archive and Distribution Subsystem (ADADS), and Software
Implementation Support Subsystem (S1SS).
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For ASTER, PGS and ADADS facilities process the data from Level O data up to
standard higher data products, provide short- and long- term storage for ASTER
project, and distribute the data to users. IMS provides a data and information
management service including a catalog system in support of user data selection
and ordering.
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42.7.2 Japanese Elements of the ASTER Ground Sy&m

The specific ASTER GDS elements are illustrated, along with their interfaces, in
Figure 22. Descriptions of these elements are provided below.

The ASTER Data Archive and Distribution Subsystem (ADADS) is responsible for
archiving and distributing ASTER data. This includes Level 1 and higher level data
products, ancillary and correlative data, metadata, command histories, algorithms,
and documentation. Data will be distributed from ADADS to EDC DAAC, EOS
saentists, other researchers and commercial users.

The ASTER Instrument Control Center (ICC) plans and schedules instrument
operations, generates and validates command sequences, monitors the health and
safety of the ASTER instrument, and provides Japan’s 1ST and Japan’s IMS with
ASTER instrument and EOS-AM1 Spacecraft status information.

The Japan’s Information Management Subsystem (IMS) is the user interface for
ASTER GDS and EOSDIS. The IMS provides information about data archived in
ASTER GDS and EOSDIS archives, on a 24- hour basis; accepts user orders for
ASTER data; provides information about future data acquisition and processing
schedules; accepts and forwards data acquisition and product requests; and
maintains information on system status. management. and coordination. Users
accessing the U.S. IMS from Japan’s ASTER IMS will see the same comprehensive
“Earth science” view of the overall EOSDIS database. The IMS will also perform the
functions required for constructing user Data Acquisition Requests (DARs) for
ASTER and other instruments, forwarding the ASTER DAR status and schedule,
and the non-ASTER DARs to the U.S. IMS. The IMS will obtain DAR status and
schedule information concerning with other instruments from the U.S, IMS, and
will provide DAR status information to users.

The Japan’s Instrument Support Terminal (1ST) resides at the home institution (to
be reviewed) of the ASTER Science Team Leader. The Japan’s ASTER 1ST provides
mechanisms for evaluating the agreement between the DAR schedule and ASTER
science goals, for performing studies to determine the effect of changing guidelines
on the ASTER schedule, and for communicating with U.S. members of the ASTER
Science Team via the U.S. ASTER 1ST on the ASTER schedule. The Japan’s 1ST has
the capability to monitor the ASTER instrument and the EOS-AM1 Spacecraft status
information.

The Ground System Management Subsystem (GSMS) performs system
management services in coordination with other ASTER GDS segments and
subsystems, yielding a “system-wide view” of ASTER GDS operations. GSMS
services include schedule coordination, status monitoring, performance and
coordination management, fault and security management, user authorization,
and accounting. GSMS exchanges management and status information with U.S.
SMC for the purpose of coordinating ground operations.
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The Japan’s ASTER PGS performs data processing functions. routine generation of
Level 1 and standard higher products, scientific quick look products, metadata, and
browse data sets.
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5 FUNCTIONAL RESPONSIBILITY ALLOCATIONS’—

The allocations of responsibility for performing various operational functions in
support of ASTER flight operations are understood to be as follows:

5.1 Planning and Scheduling
Planning and scheduling has the objective of producing a detailed schedule for the
activities of the EOS-AM Spacecraft (Spacecraft Bus and AM Instrument Set). The
Flight Planning and Scheduling Group (FPSG), a segment of the FOT, is responsible
for producing the integrated Spacecraft detailed activity schedule.

The plaming and scheduling process includes the following phases:

a.

h

c.

Along-term mission planning phase.
Long-term mission planning begins up to 5 years before the activities being
planned. This phase includes the Investigator Working Group efforts that
produce or update the Long-Term Science Plan (LTSP) and Long-Term
Instrument Plans (LTIPs).

An initial scheduling phase.
Initial scheduling, whose primary objective is to secure the SN resources for
flight operations for the target week, begins about 3 weeks before the target
week.

A final scheduling phase.
Final scheduling ~r~duces a detailed activity schedule for the Spacecraft Bus
and the instruments. This schedule forms a basis for commanding the
Spacecraft. Targets of Opportunity or anomalies may interrupt the scheduled
operations, requiring rapid rescheduling or the generation of commands for
unscheduled activities.

All of the EOC planning and scheduling information is available to the ASTER ICC
to assist it during all phases. l%is information includes the plans (e.g., LTSR LTIPs,
and long-term spacecraft operations plan), orbit information (e.g., scheduling aids
from the FDF), the TDRSS schedule, the initial schedule, and the detailed activity
schedule.

5.1.1 Long Term Planning

The science community develops long term plans that serve as an input into the
operations planning and scheduling. The project scientist produces, with the
Investigator Working Group (IWG) recommendations, a LTSP for the Spacecraft”
The PIs/TLs produce LTIPs for their respective instruments.
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The IWG recommends guidelines and overall science’%bjectives to the Project
Saentist, who defines policy. The lWG has representatives from each of the

instruments. The IWG meets regularly, at least every 6 months (usually every
three months). The LTSP presents science objectives for the Spacecraft, establishes
science mission priorities to be used in later scheduling, and recommends
approaches for satisfying scientific objectives. The LTSP also defines special events
and specifies requirements for coordination between instruments.

The ASTER TL has responsibility for the ASTER LTIl? The ASTER L~P includes
information on science priorities, guidelines for DAR evaluations, Target of
Opportunity classifications, long term goals for ASTER data collection, and
identification of calibration activities.

The FPSG has the responsibility for Spacecraft planning. Some of the Spacecraft Bus
subsystem activities that the FPSG manages are directly related to science and to
Spacecraft Bus subsystem operations; these include the power, command and data
handling, and communications subsystems. Others support Spacecraft
maintenance, including orbit maintenance. The FPSG formulates long-term
spacecraft operations plans and keeps the IWG and the ASTER ICC informed of
changes in Spacecraft operations, including predicted frequencies in which science
operations are affected for maintenance.

The long term planning information in the EOC is available to the ASTER ICC to
support its planning and scheduling. This information includes the LTSR the L~Ps
of all of the instruments, predicted orbit information, planned spacecraft events,
such as orbit maneuvers, and the operations plans of other instruments.

5.1.2 Initial Scheduling

[Note This section assumes that the solid state recorder capaaty is a constraint on
ASTER operations (140 GBits). If the capacity increases, the involvement of the
ASTER ICC in the initial scheduling phase can be reduced.]

The ASTER ICC is responsible for scheduling the ASTER science operations based
on Data Acquisition Requests (DARs) from authorized investigators. The DARs are
submitted to the IMS or the Japanese equivalent and sent to the ASTER ICC. The
ASTER ICC evaluates the DARs using guidelines and, if needed, assistance from the
ASTER Science Team. The accepted DARs, the science priorities, the instrument
constraints, and other information (such as percent of ground track over land and
seasonal cloud cover predictions) are used to develop an initial ASTER activity
schedule.
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Initial scheduling by the FPSG in the EOC has the objectives of securing the required
SN resources from the NCC. Each week, the ASTER ICC provides the FPSG with
the initial schedule of ASTER activities, including a data rate profile, for the target
week about 3 weeks before the target week. The FPSG identifies the SN resources
required for Spacecraft Bus subsystem operations (e.g., TONS operations, orbit
adjustment operations) and for the operation of the other instruments, based on
their baseline activity profiles and activity deviation lists (if any). The FPSG
estimates on-board Solid State Recorder usage and SN resource needs and develops
a TDRSS schedule request. The FPSG sends it to the NCC, about 2 weeks before the
target week. For about a week after the submission of this TDRSS schedule request,
the FPSG can negotiate with the NCC for the best SN resource allocations. A week
before the target week, the NCC provides the active TDRSS schedule to the FPSG.

On the basis of the TDRSS schedule, the Spacecraft Bus activities required and
instrument activities, the FPSG is responsible for developing a preliminary
Spacecraft activity schedule, which it makes available to all instruments. This
preliminary spacecraft activity schedule includes an allocation of data storage
capacity to ASTER based on the TDRSS schedule. In addition, the ASTER ICC has
access to available scheduling information from the EOC. This global information
includes the plans (e.g., LTS~ LTIPs, and long-term Spacecraft operations plan), orbit
information (e.g., scheduling aids from the FDF), a TDRSS schedule for the target
week, and the most current preliminary Spacecraft activity schedule.

5.1.3 Daily Planning and Scheduling

The FPSG is responsible for overall coordination of daily Spacecraft operations
planning and scheduling activities. The ASTER ICC is responsible for scheduling
the ASTER activities consistent with the spacecraft schedule.

Final scheduling has the objective of producing for the Spacecraft a detailed activity
schedule on which commanding will be based. Final scheduling is based on the
preliminary activity schedule and any new input that has been accepted since the
preliminary activity schedule was developed.

The ASTER ICC may modify the initial ASTER activity schedule to accommodate
changes due to DARs received since the initial schedule was developed, the success
or failure of previously scheduled DARs, changes in the science priorities, and so
on, as long as the new schedule of activities fits within the data storage capaaty
allocated by the FPSG during initial scheduling. The ASTER ICC, with the
assistance of the ASTER Science Team, develops a final schedule for ASTER that is
internally conflict free and includes science observations and calibration activities.
The schedule includes information on whether the observation data should be
flagged as quick look data and whether it is to be sent to a ground station using the
direct downlink service. The ASTER ICC submits this final activity schedule to the
FPSG for each day about three days ahead of the execution of the scheduled
activities.
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For the other instruments, the FPSG combines the activl~ deviation lists, if any,
with the corresponding baseline activity profiles to produce instrument activity
lists. The FPSG develops the Spacecraft subsystem activity list. The FPSG combines
the spacecraft subsystem activity list, the ASTER instrument activity list from the
ASTER ICC, and the instrument activity lists of the other instruments into a
detailed activity schedule.

As in initial scheduling, the ASTER ICC can access scheduling information from
the EOC.

Scheduling conflict resolution (e.g., jitter from ASTER telescope repainting) is TBD.

5.1.4 Planning Aids

Planning aids which pertain to long-term and daily flight planning activities are
generated by the EOC and FDF, and are available to the ASTER ICC.

The planning aid access details are TBD.

5.2 UpWk Generation

The uplink generation process translates the Spacecraft detailed activity schedule,
and other information to be stored onboard into Spacecraft command loads ready
for uplink transmission. This process is performed using TBD procedures. The
ASTER ICC is responsible for specifying the commands which are used to
implement planned instrument operations. The FPSG is responsible for generating
control sequences which are used to implement planned Spacecraft Bus operations,
including those spacecraft system operations that directly associated with ASTER
operations (e.g., commands to the Direct Access System to implement direct
downlink operations). The ASTER ICC is responsible for ensuring that the ASTER
commands in the command database at the EOC are current and correct.

The ASTER ICC is responsible for defining ASTER constraint checks, constraint
violation resolution ground rules, and for performing these checks on ASTER
sequences. Specific constraint check requirements for ASTER are defined in
Appendix II. The ASTER ICC submits the commands in mnemonic form to the
FPSG about 2 days ahead of their execution. The FPSG uses the ASTER ICC
supplied data base information to convert the commands to bits to be uplinked.
The FPSG uses information in the data base to derive an estimate of the resource
used by the commands. This information is provided to the ASTER ICC as a
consistency check on the commands. The ASTER ICC may also review the
resulting command load.
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The FPSG is responsible for coordinating the processing of spacecraft and
instrument commands into uplink loads. Normally, commands for a day’s
operation are loaded once per day. In the event that the load of stored commands
exceeds the onboard memory, the day’s commands are split into two loads.

Spacecraft commanding (real-time uplink commands, real-time commands to the
SCC, and stored SCC commands) has the purpose of directing the spacecraft and
instruments to perform the activities as scheduled or as needed. This function has
the following three major activities:

a.

b.

c.

Normal commanding, which implements the Spacecraft Bus and instrument
activities that have been specified in the spacecraft detailed activity schedule.

Implementation of late changes to the scheduled course of activities as
necessitated by late changes to the Spacecraft detailed activity schedule.

Emergency/contingency commanding required for safe operations of the
Spacecraft Bus and instruments.

Command assoaated activities also involve command data validation, command
verification, onboard memory management, and command history maintenance,

Stored SCC commands generated for ASTER are typically composed of absolute
time commands and Relative llrne Command Sequence (RTCS) commands. An
absolute time command has associated with it a well-defined execution time. A
RTCS is a group of commands that can be initiated by an absolute time command,
onboard fault management, or a real time command to perform a frequently
performed function. The use of RTCS commands can reduce the amount of stored
command memory required for normal operations.

The FOT is responsible for uplinking scheduled ASTER command loads. The FOT
provides the ASTER ICC with confirmation that the loads has been successfully
uplinked to the SCC stored command memory.

The FOT is responsible for generating, validating, deconflicting, and maintaining
the command data for the Spacecraft Bus subsystems. The SCC software is the
responsibility of the Spacecraft Bus contractor. The FDF provides the FPSG with
required parameters for TONS opera tions and orbit adjustment operations. The
FPSG incorporates the appropriate parameters into SCC-stored commands and SCC-
stored Spacecraft tables.
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The Flight Operations Team is responsible for all aspects of real-time contact with
the Spacecraft. The FOT, using EOC resources, is responsible for processing real-time
telemetry data to:

a. Determine the status of various Spacecraft systems.

b. Monitor the health and safety of Spacecraft Bus subsystems and the non-
ASTER EOS AM instruments.

c. Monitor ASTER’s interaction with the rest of the spacecraft and provide
limited health and safety functions for ASTER under certain circumstances.

d. Generate displays for use by the FOT.

The ASTER ICC is responsible for monitoring the health and safety and
performance of ASTER. The ASTER ICC receives real time housekeeping data
directly from EDOS and quick look data of recorded housekeeping data via Japan’s
PGS & ADADS from EDOS if necessary. Data quality and accounting information is
provided with both data types. The ASTER ICC works with EDOS to coordinate the
specification of the data delivery and to resolve and data communication problems.
ASTER ICC processes ASTER housekeeping data and selected spacecraft
housekeeping data that are relevant to the health and safety of ASTER.

The FOT is also responsible for transmitting all real-time commands, for
transmitting the stored command loads, and for verifying all uplink transmissions.
Normally, all ASTER operations are performed using stored commands. However,
during initial instrument activation and anomalies, real time commanding is
expected. Real time commanding requires coordination between the FOT and the
ASTER ICC to ensure that the ASTER ICC can perform the health and safety
functions for the instrument without compromising the FOT’S responsibility for
the spacecraft and other instruments. Real time commands from the ASTER ICC
are sent as mnemonics, which the EOC converts to uplink bits using the ASTER ICC
supplied data base. Some commands that are defined by the data base as critical
require authorization by the FOT prior to uplink. The EOC provides the ASTER
ICC with the verification that the commands were received by the spacecraft.
Speafic uplink verification requirements for ASTER are defined in Appendix III.

The FOT is responsible for implementing the daily Spacecraft operations schedule
under normal circumstances, and for taking appropriate action to preserve
Spacecraft health and safety. The FOT is capable of initiating a predefined ASTER
safing command sequence in the event that it detects a problem with ASTER or the
spacecraft. The FOT is also capable of safing ASTER in the event that electronic
communications with the ASTER ICC are lost while ASTER is in an unsafe or
indeterminate state. The FOT immediately notifies the ASTER ICC (if possible)
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when it initiates the safing command sequence. The ‘=TER ICC is responsible for
defining health and safety monitoring and reaction procedures for ASTER, and the
Flight Operations Team is responsible for implementing these procedures. Specific
ASTER health and safety monitoring and action requirements by the EOC are
defined in Appendix III and Appendix IV, respectively.

The ASTER ICC is also responsible for advising the FOT of any changes in ASTER
operating characteristics, capability, or in plans for ASTER utilization which should
be factored into any aspect of real-time operations. The FOT is responsible for
advising the ASTER ICC of any departure from planned operation of the Spacecraft
Bus.

5.4 Performance Verification

Verification of operational performance is required for all Spacecraft Bus subsystems
and ASTER in order to maintain an up-to-date knowledge of Spacecraft operating
characteristics, capabilities, and limitations. Performance verification results are
used in science data analysis/evaluation and as an input to ongoing science and
operational planning activities. The ASTER ICC is responsible for verifying all
aspects of ASTER instrument performance including the verification of command
execution by ASTER. The FOT is responsible for verifying the performance of
Spacecraft Bus subsystems throughout the Spacecraft mission. The SDF at the
Spacecraft contractor’s facility supports the FOT in verifying Spacecraft Bus flight
software performance relating to on-board operation. The ASTER ICC is responsible
for ASTER performance verification requirements. The FOT and ASTER ICC are
both responsible for advising the EOS-AM Science Team of all/any performance
verification results which are pertinent to the planning of future mission
operations.

The FOT is responsible for maintaining a log of all uplink activities, which includes
for each uplink activity the command data uplinked, the start and end times, and its
receipt by the C&DH. The FOT, using EOC resources, also maintains information on
whether stored command data are correct] y stored in the SCC memory and
information on whether the SCC-stored commands are dispatched successfully to
the intended destination entities. For real-time commands, the FOT maintains
information regarding command execution by the Spacecraft Bus subsystems.

SimilarIy, the ASTER ICC is responsible for maintaining information on whether
the stored or real-time instrument commands are successfully executed by ASTER
(Details are TBD).

Command histories are maintained by the FOT and ASTER ICC/operations staff.
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5.5 Database Maintenance
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The Spacecraft SCC contains software and database information which are subject to
in-orbit maintenance. The EOC computer systems contain a database which
supports command generation, telemetry processing operations. The ASTER ICC
contains a data base which includes the definition of the subset of spacecraft
parameters that it processes. The configuration of the flight software system and
database are controlled with update procedures coordinated to maintain consistency
between the EOS-AM Spacecraft and ground system and between various ground
system faalities.

The FOT has overall responsibility for coordinating flight software and database
maintenance activities to insure system-wide consistency. The Software
Development Facility (SDF) has responsibility for the Spacecraft Bus flight software.

The FOT is responsible for defining and verifying modifications for the allocation of
command storage memory within the SCC, and for implementing SCC flight
software and database modifications.

The FOT is responsible for maintaining all Spacecraft Bus subsystem parameters
within the EOC database and for maintaining the core definitions of all individual
commands within the EOC systems. The FOT is also responsible for maintaining
the definition of all downlink telemetry within the EOC database for which EOC
processing of any type is required. The ASTER ICC is responsible for providing to
the EOC the parameter values which define all ASTER commands and those
telemetry parameters that are to be monitored in the EOC. The ASTER ICC is
responsible for defining all other EOC database information updates which relate to
ASTER (e.g., command sequences, resource usage, safing sequences, activity
definitions, telemetry calibration data, limit-check threshold levels, derived
function definitions).

The EOSDIS Core System contractor is responsible for implementing the EOC
database modifications. The FOT is required to remain cognizant of database content
and status within the EOC. The FOT interacts with the ASTER ICC to implement
any database updates which are pertinent to ASTER. The ECS contractor provides
the database manager software for the EOC database.

The FOT provides database information to the ASTER ICC on the spacecraft
housekeeping parameters that are processed in the ASTER ICC. The information
includes format, limits, and calibration curves.

5.6 Early Orbit Operations

The early orbit operations responsibility for performing various operational
functions in support of ASTER flight operations are understood to be as follows:
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5.6.1 Launch - Orbit Acquisition Mission Phases
=—

The ASTER ICC is responsible for defining any command
contirwencv mocedures which should be available at the EOC

sequences and
during launch

through th’e ‘Orbit Acquisition mission phase operations in order to assure the
w

health and safety of ASTER. Specific ASTER requirements for pre-activation
attention are defined in Appendix IV.

The launch vehicle places the Spacecraft in the injection orbit; and the Spacecraft
senses separation (Spacecraft from launch vehicle). Data is relayed from the
Advanced Range Instrumented Aircraft (ARIA) to the EOS Operations Center. This
information is limited to health and safety information. Figure 23 shows the
Launch / Ascent phase timeline.

The FOT is responsible for the following activities:

a.

b.

c.

d.

e.

Monitor Spacecraft Bus housekeeping telemetry
display sets).

(Launch / Ascent specific

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored commands execution.

Spacecraft scheduling and planning.
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During the Orbit Acquisition Initialization phase,’% positive Spacecraft energy
balance andan S-Band communications link preestablished. Astableearth-oriented
attitude is attained and an onboard orbit estimate is obtained.

The FOT is prepared to take command and control of the Spacecraft and are
responsible for the following activities:

a, Monitor Spacecraft Bus housekeeping telemetry (phase specific display sets).

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored commands execution.

e. Verify Earth acquisition.

f. Verify Solar Array deployment and solar tracking.

g. Verify High Gain Antenna deployment.

h. Verify command and control capability.

i. Spacecraft scheduling and planning.

During the Orbit Acquisition phase, the Spacecraft performs a series of delta-V
maneuvers (significant change in velocity vector). The FDF and FPSG are
responsible for calculating burn parameters, planning the delta-V maneuvers,
calculating the required firings, scheduling, and performing the maneuvers. Figure
24 shows a timeline of the planned maneuvers. Figure 25 shows an activity flow.

The FOT is responsible for the Spacecraft operation and the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry.

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored command execution.

e. Coordinate the FDF Delta-V data inputs to the EOC.

f. Verify on-board Solid State Recorder status.

g. Real-time command and control.
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h. Spacecraft scheduling and planning.

m

I Ot?BtT ACQUISITION MISSION PHASE OPERATIONAL
INITIALIZATION

PHASE
1-3 13AYS

(TBR)

SPACECRA=
BUS

DAY 7 (TBR)

PRELIMINARY
CHECKOUT

i

1

OPERATIONAL ORBIT ACQUISITION
- ADJUSTMENTS -

● 8 to 12 Large Adjustment Burns. SPACECRAFT
BUS

- Raise Perigee. CHECKOUT

Burns Will Be 15 min. to 20 min. INSTRUMENT
ACTIVATION

● Inclination Correction.

- Goal -- Maximize Time to Next Inclination
Correction Maneuver.

- Plan To Slew Spacecraft 900 During Eclipse.
- Fire At Ascending Node.

One Burn will Be -12 min.

● Several Small Adjustment Burns.

- Eccentricity Vector Control.
- Semi - Major Axis Control.
- Acquire Reference Ground Track.

Burns Will Be Calculated and Planned
by FDF and EOC.

● Inltjal On-Orbit Checkout

NOTE: This timeline is preliminary and as operational details are developed and
become available, updates will be made.

—— .—
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NOTE:
UP TO 8 HOURS
OF TRACKING
BETWEEN BURNS.

PLAN
AND

CALCULATE
FDF 1 EOC

MANEUVER
COMMANDS

SCHEDULE & EOC

ORBIT ADJUST

NOTE:
8 TO 10 BURNS
ARE EXPECTED.

FIGURE 25 DELTA-V ACTIVITY FLOW

5.6.2 Activation

Spacecraft activation follows the launch through Orbit Acquisition phases, and
leads into orbital mission operations. Most activation events occur over a period of
several weeks during the Operational Initialization phase. The ASTER ICC is
responsible for all ASTER activation plans, and is expected to provide the ASTER
contribution to the initial Spacecraft activation plan. The FOT is responsible for the
Spacecraft Bus activation plans and procedures.

An ASTER representative(s) is present in the EOC (TBR) during each ASTER
activation event and coordinates the ASTER activation with the ASTER ICC. The
FOT coordinates initial ASTER operations with other Spacecraft Bus and
instrument activation events throughout this phase of operation. Specific
requirements for FOT and ASTER ICC support are TBD. Activities during ASTER
instrument activation are defined in Appendix VI.
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activation and checkout of FFe Spacecraft subsystems

a.

b,

c.

d.

e.

f.

g“

h.

i

j“

k.

1.

Monitor Spacecraft

Monitor and verify

Bus housekeeping telemetry.

Spacecraft Bus operating mode.

Provide limited monitoring of ASTER health and safety data.

Coordinate the ASTER operations with the ASTER ICC.

Monitor and verify Spacecraft Bus resources.

Spacecraft scheduling and planning.

Stored command table loads.

TDRS and EOS-AM Spacecraft ephemerides load.

Verify stored commands execution.

Coordinate the FDF data inputs to the EOC for required Delta-V operations
and TONS.

Verify SSR status and management initialization (normal operation).

Spacecraft and Ground Systems operational phase readiness verification and
*n-over to the Spacecraft mature operations.

The ASTER ICC is responsible for monitoring the health and safety and
performance of ASTER ‘and for implementing- the activation procedure, in
coordination with the FOT in the EOC.

5.6.3 Transition to Orbital Operations

After the EOS-AM Spacecraft Bus and instruments are fully activated, Spacecraft
operations transitions into the Operational mission phase. When this occurs, the
normal daily flight operations planning and scheduling process begins along with
normal ground system operations.

5.7 Spacecraft Maneuvers

Several types of maneuvers are executed by the Spacecraft at predefined points
throughout the EOS-AM mission. A nominal long-term schedule of maneuver
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events is available prior to launch, and is maintain~= current along with other
long-term planning information. The EOS-AM Science Team is responsible for
factoring the maneuver schedule into the long term science plan, and for
establishing overall compatibility between this schedule and planned science
operations. The FOT is responsible for maintaining maneuver schedule currency,
and for notifying the EOS-AM Science Team (via the Project Scientist) of maneuver
schedule changes.

The FOT has responsibility for all maneuver operations. The FOT and FDF are
jointly responsible for the detailed planning of each Spacecraft maneuver and the
FOT is responsible for maneuver execution. For orbit adjust maneuvers, the FDF is
responsible for developing plans for corrective firings of the orbit adjust system and
also is responsible for providing planning aid and operational data updates to reflect
maneuver results. The FPSG coordinates with the FDF to schedule specific
maneuver events consistent with long term science plan intent and is responsible
for scheduling instrument operations to accommodate maneuver implementation.
The ASTER ICC is responsible for defining all maneuver accommodation
requirements (including special command sequences) for ASTER, for reviewing the
maneuver operational plans, and for advising the FOT, as appropriate, of any
concerns regarding these plans. Specific ASTER requirements for Spacecraft
maneuver accommodation actions are defined in Appendix IV.

5.8 Special Observations

ASTER is capable of supporting Targets of Opportunities. These are DARs that
request the observation of a transient phenomenon such as a volcano or an
environmental disaster. The request is submitted to the ASTER ICC via the IMS (or
the Japanese equivalent) in the form of a DAR. If the situation has been anticipated,
guidelines and procedures for accepting and implementing the DAR are predefine,
Otherwise, the ASTER ICC consults with the project scientist or the project scientists
designee for approval. The project scientist or designee may consult with the FPSG
to evaluate the potential impact of the TOO on the spacecraft bus operations or the
operations of the other instrument. The ASTER ICC schedules the DAR within the
previously defined onboard data storage capaaty constraints. If the commands for
the time of the TOO have not yet been speafied by the ASTER ICC, then the TOO is
included in the schedule before the commands are generated and the TOO requires
no special action by the FPSG. The ASTER ICC provides the modified instrument
activity list that incorporates the TOO to the FPSG. If the commands have been
submitted, the ASTER ICC notifies the FPSG as soon as the TOO is approved. The
ASTER ICC submits the commands to implement the TOO to the FPSG, which
modifies the stored command loads (either to be loaded or that are already stored
onboard the SCC) to implement the TOO. TOOS that are approved less than TBD
hours prior to their execution will not be implemented unless the MOM/Project
Operations Director or designee verifies that it can be accomplished safely.
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Specific ASTER
Appendix IV.

requirements for special observation’—actions are defined in

5.9 Contingencies

In the event that a Spacecraft emergency situation develops, the FOT is responsible
for taking whatever action is appropriate to preserve Spacecraft health and safety.
The FOT requests emergency support from the NCC. If TDRSS cannot be used or is
not available, the NCC works with the DSN/GN/ WOTS for support. The FOT
utilizes emergency support, as available, to establish a safe Spacecraft configuration.
First priority is given to mission critical functions (i.e., communications, power,
attitude control), and then to establishing a safe configuration for the EOS-AM
instruments and other Spacecraft Bus subsystems.

The ASTER ICC is responsible for defining the safe/survival configuration(s) for
ASTER, and the command sequences necessary to establish that configuration.
Specific ASTER requirements for contingency actions are defined in Appendix IV.

If the Spacecraft enters Safe Mode or Survival Mode, the FOT is responsible for
verifying/establishing a safe configuration for each instrument and Spacecraft Bus
subsystem. The FOT notifies the ASTER ICC that the Safe Mode or Survival Mode
has interrupted normal operation. The ASTER ICC is responsible for advising the
FOT of any need for further priority attention to ASTER. The ASTER ICC is also
responsible for defining any reactivation procedure to be followed in restoring
normal instrument operation. The FOT is responsible for implementing the
spacecraft bus Safe Mode or Survival Mode reaction and recovery operations. These
actions include:

a.

b.

c.

d.

e.

f.

g“

h.

Initiate the appropriate contingency procedure.

Recover and analyze stored housekeeping / health and safety data from the
on-board Solid State Recorder (if possible).

Notify the ASTER ICC to coordinate actions that may have occurred which
relate to instrument operation.

Notify cognizant engineering and management personnel.

Request appropriate institutional support.

Analyze associated telemetry data available for problem isolation.

Initiate a corrective action plan if applicable.

Continue to monitor real-time telemetry if available, and log all events.
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The ASTER ICC is responsible for the recovery and r’=activation of ASTER after a
spacecraft bus anomaly.

The ASTER ICC monitors the instrument status. If an anomaly is discovered, the
ASTER ICC notifies the FOT. The FOT requests any additional institutional support
(e.g., additional TDRSS contacts) and coordinates any spacecraft bus operations in
support of the ASTER anomaly investigation or recovery procedures (such as
inhibiting stored commands to ASTER). The ASTER ICC may specify real time
commands for transmission to the instrument. The FOT monitors the real time
commanding, as described in section 5.3.

The FOT monitors a subset of ASTER housekeeping data. The FOT notifies the
ASTER ICC in the event an instrument health or safety incident is discovered by
the Flight Operations Team. The FOT follows predefine instructions as prescribed
by the ASTER ICC/operations staff. The FOT has available and maintains a set of
“safing” commands provided by the ICC/TL operations staff. The ASTER ICC is
responsible for evaluating the incident and advising the FOT of instrument status
and plans for resuming operations.

The ASTER ICC is responsible for reestablishing the continuity of planned science
operations, as defined in the Spacecraft activity schedule, once the Spacecraft has
been returned to a normal operating configuration.

The ASTER ICC is responsible for defining all health and safety telemetry
parameters and FOT monitoring criteria for ASTER, and the procedures to be
followed by the FOT should a ASTER health and safety incident occur. The FOT is
responsible for executing predefine monitoring and response procedures,
consulting with the ASTER ICC regarding ins trument status, and further response
actions which might be appropriate. The FOT advises the ICC/TL of ASTER status
regarding operational planning activities which are currently underway and the
FOT is responsible for adjusting ongoing plans for ASTER operation to
accommodate the situation at hand (in coordination with the ASTER ICC). The
ASTER ICC is responsible for defining command sequence, EOC procedure and any
other modifications necessary to reflect changes in ASTER operational capability or
status whenever necessary throughout the EOS-AM mission.
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6 INTERFACE EXCHANGE ITEMS

.

The ASTER ICC exchanges information electronically with the EOC and the Flight
Operations Team. The ASTER ICC is connected to the EOC via the EOSDIS and
ASTER GDS computer networks. These networks are available around the clock,
supporting the exchange of information whenever it is required. The formats and
forms (TBD) for this information exchange are the responsibilities of NASA-GSFC
and JAROS/ERSDAC.

6.1 Planning and Scheduling

The ASTER ICC may access any planning and scheduling products in the EOC. This
includes the long term plans, planning aids, the list of activities for the
instruments, the list of deviations for the instrument(s), the TDRSS schedule for
the Spacecraft, and the schedules for the other instruments and the Spacecraft Bus
subs ystems.

The initial list of instrument activities is submitted by the ASTER ICC at least 2
weeks in advance. The FPSG uses this information along with the requirements of
the other instruments and the spacecraft to request TDRSS contacts. The I?PSG
provides the ASTER ICC with the schedule of TDRSS contacts and identifies any
ASTER activities that can not be accommodated within the TDRSS schedule.

The ASTER ICC submits the final list of activities at least 4 days prior to the
activities. This list may be different from the initial list as long as it can be
accommodated within the scheduled TDRSS contacts.

The ASTER ICC notifies the FPSG of targets of opportunities that affect the activities
for which commands have already been generated. The ASTER ICC identifies the
new activities, any previously scheduled activities that must be changed or deleted,
and the commands needed to implement the new or modified activities.

The ASTER ICC can submit and review the schedule of deviations from the
planned activities. This schedule includes activities such as special calibrations and
special operations. These deviations are provided to the FPSG TBD in advance.
Note that changes to the planned activities due to an instrument or Spacecraft
problem are handled as exceptions to the plans and schedules. The schedule of
activities and commands associated with recovering from an anomaly is typically
developed over shorter time frames than those for normal operations.

Quick look data, either housekeeping, instrument engineering, or science data, is
identified during the scheduling process and the secondary header flag in the packet
is set or the EDOS delivery orders for the delivery of the data from a TDRSS session
is modified. The ASTER ICC submits requests for quick look data at least several
days in advance to the Flight Planning and Scheduling Group (TBD) using the TBD.
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6.2 Command Generation
=—

Command generation includes real-time commands and SCC stored commands.

The ASTER ICC provides instrument tables (TBD) to the EOC for uplink, using the
TBD. Non-urgent information for uplink is provided at least two days in advance.
The TBD is also used to send the EOC the command mnemonics required to
implement any normal or non-routine activity, such as the commands to recover
from an anomalous situation. The ASTER ICC/EOC procedures and protocols
insure that the transfer of information to be uplinked is authorized, complete, and
consistent.

The ASTER ICC is capable of using the TBD to review and/or approve the
command loads generated by the FOT in the EOC from the planned activity
schedule and the requested deviations from normal operations. Planning,
scheduling, and/or command products that must be approved by the ASTER ICC
for routine and anomalous operations are TBD.

6.3 Real llme Operations

The ASTER ICC monitors instrument and spacecraft housekeeping data as received
from EDOS.

The ASTER ICC may monitor the commanding process via the TBD. Status
information is available on which commands have been generated, which have
been successfully uplinked, and which have been issued to the instrument. The
verification that the commands have been successfully uplinked is the
responsibility of the EOC. The verification of the contents of the stored commands
in the SCC is the responsibility of the EOC. The verification that the instrument
successfully executed the commands is the responsibility of the ASTER ICC.
Exceptions are to TBD by the ECS contractor and the ASTER ICC.

6.4 Analysis

In addition to housekeeping data, the ASTER TL is able to use the TBD to access the
EOC operations history log through the ASTER ICC. This log contains a complete
log of all significant activities in the EOC, including the schedule, command and
command verification information, alarms and limit violations, and selected
operator actions. About 7 days of operations history data is kept in the EOC; older
logs are available from the GSFC DAAC. The TBD provides the tools to extract data
from the operations history by time and type.
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6.5. Operations Database
=—

The ASTER ICC supplies the EOC with an operations data base prior to launch that
contains the instrument telemetry formats, command formats, procedures, limits,
constraints, and associated information including housekeeping data conversion
tables. The ASTER ICC may view this data base using the TBD and may submit
requests for changes to the data base. The data base is under configuration control.
The ECS contractor is responsible for configuration control and the details are TBD.

The EOC supplies the ASTER ICC with an operations data base that contains the
spacecraft housekeeping telemetry formats, limits, and associated information.

Urgent requests can be handled more expeditiously (details are TBD).

6.6 Other Interface Exchange Items

The TBD provides an electronic
communication between the ASTER
personnel in the EOC.

mail capability to support the general
ICC, other instrument teams, and the FOT

The TBD provides a file transfer capability for the exchange of bulk data.

The ASTER ICC uses the TBD to provide the EOC with periodic operations reports
on the status of ASTER. Integrated reports on the Spacecraft and instruments
developed by the EOC are available to the ASTER ICC via the TBD.
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7 JOINT OPERATING PROCEDURES
=—

The interface procedures which
are understood to be as follows:

7.1 ICC/EOC FOT Interface

The ASTER ICC and the Flight

are followed in conducting” ASTER flight operations

Operations Team (see Figure 26) interface routinely
regarding mission planning, uplink generation, and performance verification
matters and interface as required regarding real-time operations. The FOT and
ASTER ICC interface as appropriate regarding ASTER instrument accommodations
of Spacecraft maneuvers and contingency operations. The FPSG serves as the
primary point of contact for the ASTER ICC regarding all EOC operations, and
regarding all flight operations plans, planning aids, command generation inputs
and outputs, and performance reports which are pertinent to ASTER.

EOC

FLIGHT OPERATIONSTEAM

I Flight Planning &
scheduling Group

I On-Line Opemtions Team(s)

I Off-Line Engineering Team(s) I

ASTERICC
INSTRUMENT OPERATIONSTEAM

F

ASTER Team Leader ASTER I=

i

FIGURE 26 ASTER ICC/ EOC FOT INTERFACE

7.1.1 Daily Operations Planning

Under normal circumstances, the ASTER activity schedule is used to develop the
initial Spacecraft activity schedule TBD days before the corresponding operational
period begins. The ASTER ICC provides an updated activity schedule, in the event
planned ASTER activities need to be altered. The FI?SG staff coordinates all
operations planning inputs, and keeps the ASTER ICC advised of the timetable for
accessing plans to be reviewed, and for providing inputs and/or comments
regarding these plans.
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7.1.2 Command Generation
=—

The commands to implement ASTER operations are submitted by the ASTER ICC
as mnemonics to the EOC. The FPSG or the FOT oversees the subsequent
command generation and transmission.

7.1.3 Special Operations

The FPSG notifies the ASTER ICC whenever a Spacecraft maneuver operation is
being planned, or whenever a special operation (TBR) or contingency operation
which affects ASTER occurs. The ASTER ICC defines ASTER requirements for
accommodating the special operation and/or for resuming normal operation when
the special operation has concluded. Where real-time operation is a factor, the FOT
represents the ASTER ICC in coordinating implementation of appropriate real-time
procedures. If a special operation disrupts planned operations (e.g., contingency
situation), the FOT advises the ASTER ICC of the disruption, and they will jointly
define the procedure for restoring operational plan continuity. The ASTER ICC will
notify the FOT or FPSG if a TOO impacts already generated commands and will
coordinate the change to the load to ensure safe operations.

7.1.4 EOC Database

The FPSG manages the availability of operations plans, planning aids, and
command generation processing inputs and outputs, and coordinates with the
ASTER ICC regarding access to this information. The ASTER ICC generates all
additions, deletions, and modifications to the EOC database for ASTER, and notifies
the FPSG of each submission. The FPSG coordinates the database approval and
update procedure required to incorporate each change, and notifies the ASTER ICC
when the change has been incorporated. The ASTER ICC reviews the modified
database, and notifies the FPSG of any discrepancy which requires corrective action.
The format to be used is TBD and is the responsibility of the ECS contractor.

7.2 ICCYEOC Command Management Function Interface

The ASTER ICC interfaces with the EOC through the TBD interface defined in TBD.
The basic interface for information exchange is via TBD. The ASTER ICC has access
to EOC resident information. (details are TBD).

The ASTER ICC interfaces procedurally with the EOC as follows:
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7.2.1 Operations Plans

In support of flight planning activities, the
via the TBD. Any comments or proposed
flagged (TBR) for the FHG attention.

7.2w2 Plaming Aids

Short term planning aid data initially

=—

ASTER ICC can access EOC information
deviations to operational plans may be

appears within the EOC TBD weeks
beforehand, ~nd will-be updated at TBD intervals, Long term planning aids are
updated as requested by the EOS-AM Science Team (normally for each long term
science plan update). Special planning aid data files may be assembled to contain
only data of interest to the ASTER ICC and transferred to the ASTER ICC. Planning
aid data is updated within the EOC according to a (TBD) regular schedule.

7.2.3 Command Generation

ASTER movides the commands (as mnemonics) to implement all ASTER
operation: except for safing operations initiated by the FOT in he EOC.

7.2.4 Performance Feedback

Observed performance of ASTER
transmitted in text form using the

is documented in feedback reports which
electronic mail capabilities of the EOC and

are
ICC

interface. Routine and special-reports are generated by the ASTER ICC at his TBD,
and are transferred to the EOC for posting. performance reports are filed and
archived by the FPSG.

7.3 ICC/FOT Interface

The ASTER ICC and the on-line operations team interface to the extent that real-
time operations are significant to the ASTER ICC, and as required to exchange
instrument/Spacecraft Bus performance information or to supplement the routine
interface between the ASTER ICC and the FI%G.

The ASTER ICC interfaces procedurally with the FOT as follows:
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7.3.1 Rea.ITi’ie Operations
=—

For real-time operations, the EOC FOT (TBD) is the point of contact for the ASTER
ICC (TBR). In the event of an instrument anomaly, the ASTER ICC (TBD)
coordinates with the EOC FOT (TBD) for any actions required. The ASTER ICC
(TBD) contacts the EOC FOT as soon as possible to review the situation and to define
any follow-up activities required.

7.32 Special Operations

The normal interface for handling maneuver accommodation, contingency
adjustments, and departures from planned operations involves the ASTER ICC and
the FPSG. The EOC on-line operations team may, however, become involved in
these matters in lieu of the FPSG staff during non-working hours, especially under
time-critical circumstances. In such a case, the EOC on-line operations team handles
immediate concerns, with the FPSG staff handling longer-term and follow-through
aspects.

7.3.3 Initial Operations

During initial ASTER activation, the ASTER personnel supported by the ASTER
ICC will assist the FOT on the requested base. Flight planning and scheduling
personnel of the EOC FOT interface with the ASTER ICC to perform the ASTER
planning and scheduling functions.

7.3*4 Performance Verification

The ASTER ICC and FOT may exchange performance information regarding
ASTER and/or Spacecraft operation in order to fully evaluate observed
performance and capability. A Spacecraft engineer from the FOT serves as the point
of contact for Spacecraft performance verification inquiries.

7.4 ICC/TL Access to Telemetry

The following guidelines define access to telemetry data for the ASTER ICC/TL:

a. Telemetry data is recorded continuously throughout the EOS-AM
mission by the on-board SSR. Data retrieval is obtained TBD per orbit.

b. Telemetry data is acquired in real-time for approximately 20 minutes of
each orbit.
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c. The EOC on-line operations team and ASTER 1~ monitors all real-time
contact intervals and the telemetry data acquired is processed in real-time.
The EOC computer performs status determination, event detection and lirnit-
checlc processing, and generates displays containing telemetry data and
processing results. The ICC computer details are TBD.

d. The ASTER ICC will receive TBD telemetry data on a TBD schedule from
EDOS.
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8 IMPLEMENTATION AGREEMENTS

The following paragraphs describe the plans for implementing the data input to the
operational system to support ASTER flight operations.

8.1 Flight Operations Database

The basic flight operations database is provided by the Spacecraft contractor and
Instrument contractors. Database conversion, to the EOC system, is the
responsibility of the EOSDIS Core System contractor. This database, containing
commands, telemetry, and limits, is used for in-orbit flight operations.

8.1.1 Commands

Instrument commands are placed in the EOC database. The database contains
command capabilities identified by the ASTER ICC/TL, with support from the FOT
and Spacecraft subsystem engineers. All flight operational commanding required is
tested and demonstrated during Spacecraft Integration and Test. The EOC command
categories are TBD.

8.1.2 Instrument Telemetry

The ASTER ICC/TL, with support from the FOT and Spacecraft subsystem
engineers, identifies telemetry point definitions required for flight operations; and
the Spacecraft contractor ensure that telemetry points have been defined and
tested/demonstrated during Spacecraft Integration and Test.

8.1.3 Instrument Limits

The ASTER ICC/TL, with support from FOT and Spacecraft subsystem engineers,
ensures that the Spacecraft integration and test limit definitions are correct for on-
orbit flight operations. If not, new limits are defined and the ECS contractor
coordinates (Project approval and entry) the change to the EOC database.

The ASTER ICC/TL with support from the FOT and Spacecraft subsystem engineers
identifies the specific reactions to be taken during all out-of-limit conditions (i.e.
Red, Yellow, and Delta limits). The FOT documents all out-of-limit reactions in the
TBD Plan.
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8.1.4 Database Approval

The ASTER ICCand Spacecraft subsystem engineers access the database via TBD to
review their appropriate section(s). Changes to the database are submitted via TBD”
The ICC and Spacecraft subsystem engineer checks the database to ensure that the
data is functionally and syntactically correct. After all of the database information
for ASTER has been approved, the ASTER ICC/TL (TBD) signs off on his portion of
the EOC database.

8.2 Operational Displays

Operational displays are TBD and are the responsibility of the EOSDIS Core
contractor. A core set of displays common to the ASTER ICC and EOC may be
developed. Details are TBD.

The mechanism for defining pages and transferring Spacecraft integration and test
pages to the EOC is TBD.

8.3 Operations Procedures

The ASTER ICC, with support from the FOT and Spacecraft subsystem engineers,
establishes what operational procedures are needed for on-orbit flight operations.
The ASTER ICC should keep in mind that I & T building blocks may have to be
assembled into contiguous functional activities that are of reasonable duration
harmonious with the in-orbit operational contacts. The FOT will review all ASTER
ICC completed operational procedures for compatibility with flight operations such
as procedure duration, logical break points, etc.

8.3.1 EOC Definition

The FOT furnishes to the ASTER ICC a description of the EOC operations
procedures. In addition, the FOT is available to answer questions regarding EOC
operations during operations procedure development.

8.3.2 I&T Procedures to EOC Operations Procedures Conversion

The conversion of procedures to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.
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8.3.3 I&T Databases to EOC Operations Databases Conversion

The conversion of databases to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.

8.3.4 Flight Unique Procedures

The ASTER ICC/TL, with support from the FOT and Spacecraft subsystem
engineers, identifies any ASTER instrument unique flight operations procedures.
These procedures are created by the ASTER ICC.

8.3.5 Procedure Submittal

The ASTER generated operations procedures are submitted to the FOT by one of the
following methods: TBD

Procedure entry, after approval, into the operational system is the responsibility of
the EOSDIS Core System contractor and is TBD.

8.3.6 Approved EOC Procedures

Once the procedures have been reviewed and approved, they cannot be changed
without the NASA Mission Operations Manager’s approval.

8.3.7 Procedure Verification

The FOT reviews all operations procedures to verify the accuracy of the directives
and also the logic to the extent possible. The ASTER ICC with support from the FOT
and Spacecraft subsystem engineers identifies operations procedures that require
execution for verification. Prior to launch, the FOT conducts a scheduled
verification of operations procedures that will include EOC execution and
transmission to the Spacecraft/instrument. Procedure verification details are the
responsibility of the EOSDIS contractor and are TBD.

8.4 Narrative Procedures

The ASTER ICC, with support from the FOT and Spacecraft subsystem engineers,
defines any standard and contingency operating procedures needed for in-orbit
flight operations.
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8.41 Standard Operating Procedures

The standard operating procedures define the day-to-day operations of the EOS-AM
Spacecraft at the EOC.

These procedures are baselined andprocedure changes require the NASA Mission
Operations Manager’s approval.

These procedures are defined by the EOSDIS contractor and are TBD.

8.4.2 Contingency Operating Procedures

The contingency operating procedures define the actions required by the FOT
during potential and credible anticipated non-nominal situations. Examples of this
category of procedures for ASTER are:

a. Instrument requirements during Spacecraft safe mode and survival mode.

b. A procedure to be followed in the event of an ASTER ALERT condition.

These procedures are defined by the EOSDIS contractor in coordination with the
ASTER ICC and are TBD.
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APPENDIX I =—

10 SPACECRAFT CONTROLS COMPUTER INSTRUMENT
REQUIREMENTS

Specific requirements for interaction between the Spacecraft on-board computer and
ASTER are understood to be as follows:

10.1 Stored Command Requirements

ASTER stored command requirements are as follows:

10.1.1 Absolute llme Commands

ASTER requirements for absolute time command utilization are as follows:

a.

b.

c.

10.1.2

The maximum number of absolute time commands per day is 1050
commands (TBR).

ASTER requires a time tag resolution of 128 msec (TBR).

TBD

Relative lime Command Sequences

ASTER requirements for Relative Time Command Sequences (RTCS) command
utilization ~e as follows:

a.

b.

10.2

command list currently defined by ASTER is shown in Table

ASTER requires a time delay resolution of 128 msec (TBR).

Telemetry Monitor Requirements

10.1-1.

Telemetry Monitor (TMON) application to ASTER is TBD.

ASTER wiIl submit these preliminary requirements by December 1993.

ASIERIFOURalniMy 92 8/23/93



20043117
26 August1993

=—
TABLE IV (JAROS TABLE 10.1-1)

TABLE10.1-1RcladvcTlxmecommamdSequcmceList ~ (1 of 2)[AddcdbyJAROS]
‘No. ITimeDelay I Command Item Type I Subsystem

Relatwe Time CommandSeauence 1 fStsn of PREFAFLATION21

1 Omsec SWIR DHECIURHEATRl ON cqskq CSP+WIR

2 128 msec SWIR H12+- CONIROL1(IBD) cqshq CSP-DSWIR

3 I 256 msec SWIR HIXIER ~OL2 (lBD) qshq CSP+WR
1 1 1

4 300032 msec TIR oPmmONAL mum ON C’ITP] CS+TIR

5 300160 msec m~ mwER ON CSP-DTIR,
6 I 300288 msec [TIR MODE S~NG [for cdibmtion] I qsxq ICSP+TIR I
7 I480000msu ISWIR SIGNAL PROCESSING 1 (Analoa) IWWER ON I CITSM1 Icsl-!mll I

Relatwe Time Command Sequence 2 &d of PREPARATION]

1 0 msec SWIR D~R HEATEROFF cqsMl CSF+3WIR

2 128msec SWIR D~ORDFUVER FOWERON CI’rsrq CSP+WIR

3 2S6 msec SWIR HEATH? C0NTROL3 (TBD) cr(sMl CSP-SW R

4 384 msec SWIR I-IE4TER~OL4 OBD) ~SMJ CSP+WIR

5 512 msec SWIR HEATER COWROL 5 O’BD) Crlskfl CSP+WIR
\ 1

6 640 msec SWIR HE4TERCONlTtOL 6 (IBD) qs~ CSP-BSWIR

7 120064 msec TIR DATAPROCESSING ON RD CSP

8 1S0144 msec TIR DA~ PROCESSING OFF RD CSP

9 150272 msec TIR CIJXK ON ~D) Cr CSP

Relatwe Time Command Sequence 3 nIR SHOKIT’ERMCAL before Observa~on]

1 I O msec InRcKxxoFF I CT I CSP
t

2 128 msec TIR DAIX PROCESSINGON RD CSP

3 30208msec TIR DATAPROCESSING OFF RD CSP
I I ( #

4 I3tB36 msec lTIR~ON I Cr I CSP

IRelatave Time Command Sequence 4 [Stut of Vl~ OBS.]
J

1 0 msec SWIR SIGNAL PROCESSING 4 (D@al) PO= ON ~SM] CSP+WIR

2 128 msec TIR CLOCK OFF @R) Cr CSP

3 2S6 msec TIRDAm PROCESSINGON I?D CSP

4 384 maec SWIR DATAPROCESSING ON RD CSP

5 512 ma= VNIR 1 DAT4PRtXESSINGON RD CSP

6 640 msa VNIR2 DATAFIUXESSING ON RD CSP

Remarks) ‘ Type: Command Type
RD : Relay Drive Command

~ : Command and Telemeuy Bus Command
~] : Ptlk Comtnaad (ASTER hand Commaad)

[Slvfl : Serial MagnitudeCommaud (ASTER IntansIICosmnand)
. The time delay shows the relative rimefrom sw of each reiative rime cummamdsequence.

ASTER IFOU Preliminary 93 8/23/93



TABLE IV (continued) [JAROS TABLEl10.1-1]

20043117
26 August 1993

TABLE 10.1-1RelativeTimeCommandScqucm=Lst lTEtWA’fWEl(2Of2)[AddcdbyJAROSI
No. TimeDelay

<
Command [tern Type Subsystem

Relaeve Time CommandSeouence5 ffid of V/SK’OBS.1.—

1 0 msec VNTR1DATAPROCESSINGOPF RD CSP

2 128~U VNIR 2 DAL4 PROCESSING OFF RD CSP

3 9& ~~ SWIRDATAPROCESSINGOFF RD CSP

4 384 maec TIR DAT4PRCCESSINGOFF RD CSP

5 512 ma TIRCUXKON(I’BD) Cr CSP

6 640 msec TIR MODE SEITING [for scan stop and calibradon] cT&MJ CSP+TR

7 768 rnsec SWIR SIGNAL PROCESSING4 (Di@al) ~WER OFF ~SM] CSP+SWIR

8 8% msec VNLR srANDBY (3[SM] CSP~VNIR

Relative Time Command Sequence 6 [Start of 5A’ OBS.]

1 I Omsec I SWIR SIGNAL PROCESSING 4 (Digital) R3WER ON I ~SM] ICSP+WIR

~ 128 msec ]TIR CLOCK OFF tTBR) I m i CSP. .

3 2s6 msec TIR DA~ PKXESSNG ON RD I CSP

4 384 maec SWIRDA~ PROCESSINGON m CSP
L , I , I

IRelative Ttme Command Seouence7fEndof SITOBSl 1
$

1 0 maec SWIR DA~ PROCESSING OFF RD

2 128 ma- TIR DAT4 PROCESSING OFF RD

3 X6maec TIRCK)CKON(TBD) Cr

4 384 msec TIR MODE SET17NG [for scan smp and calibration] ~SM]

5 512 msec SWIR SIGNAL PROCESSING 4 (Digit4) KWE? OFF Cr[srul

Relative Time Comman d Seciuence 8 [Smrt of VNIROBS.1

CSP

CSP

CSP

CSP+TIR

CSP+WIR

I

1 0 msec VNIR”l DAn PROCESSING ON RD CSP

2 128msec VNIR 2DATAPROCESSINGON m CSP

Relaave Time Command sequen~ 9 fEnd of VNIR OBS J

1 0 msec VNIR 1 DA~ PRKESSING OFF RD CSP

2 128 msec VNIR 2 DAm PROCESSING ~ RD CSP

3 2S6 msec VNIR SrANDBY C’qshq CSP+VNIR

Relaove Time Command Sequence 10 [Sartof TIR OBS.]

1 Omsec TIRCMXKOFF(I’BD) m CSP

2 128 msec TIRDATA PROCESSING ON RD CSP

Retatwe Time Canmand %queu 11 @d of TIR OBS.]

1 0 msec TR DAM PRKESSING OFF m CSP

2 128 msec 71TtCUXKON(TBD) CT CSP

3 2s6 rnsec TIR MODE SETTING [for scan Stop and cshbmtmn] CTISMI CSP-TIR

Remarks) oTypc:CommamdType
RD : RelayDriveCommamd
CI’ : CommandamdTelemetryBusCommand

(P] : PulseCommamd(ASTERIntcmalCommand)
[W-J:serialMagminldecommaod (ASTER Internal Command)

“ The time delay shows rherelative time from startof each relative time command sequence.
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20 INSTRUMENT COMMAND PROCESSING REQUIREMENT

Specific command processing requirements for ASTER are understood to be as
follows:

ASTER will submit these preliminary requirements by January 1994, except for
paragraph 20.3.1.

20.1 Activity Planning Requirements

Activity planning for ASTER is as follows:

20.1.1 Activity Definition

TBD

20.1.2 Event Definition

TBD

20.1.3 Activity Scheduling

There are critical timing requirements for ASTER commands or activities. Details
are TBD.

20.2 Constraint Check Requirements

TBD

20.2.1

TBD

20.2.2

TBD

Command Level

Activity Level
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20.2.3 Schedule Conflicts =—

The timing of ASTER commands may be TBD to resolve schedule conflicts.

20.3 Real-Time Command Requirements

TBD

20.3.1 Utilization Plans

The plans for real-time command utilization are as follows:

:

c.

d.

20.3.2

TBD

20.3.3

Launch-lock Off operation
Start of Cool-Down Mode
Exit from Survival Mode
TBD

Command Generation Capabilities

Transmission Requirements

Unique requirements for transmitting real-time ASTER commands are TBD.

20.4 Microprocessor Load Handling Requirements

Does not apply to ASTER.

20.4.1 Uplink Message Structures

Does not apply to ASTER

20.4.2 Transmission Requirements

Does not apply to ASTER

20.5 Command Database Requirements

TBD
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20.5.1 Command Definition

TBD

20.52 Unique Command Structures

None have been identified for ASTER.

20.5.3

TBD

20.5.4

TBD

20.5.5

TBD

20.5.6

TBD

Activity Definitions (EOC Command Management)

Stored Command Sequences (EOC Command Management)

Real-lime Command Sequences (EOC)

Utilization Constraints
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30 TELEMETRY PROCESSING REQUIREMENTS

Specific requirements for the processing of real-time ASTER telemetry data are
understood to be as follows:

ASTER will submit these preliminary requirements by January 1994.

30.1 Decommutation Requirements

All telemetry required by the EOC to support instrument early orbit operation and
activation are assumed to be defined in the I&T databases to be transferred to the
EOC.

ASTER will submit these preliminary requirements by January 1994.

30.1.1 Engineering Telemetry Format

ASTER telemetry formats are TBD.

30.1.2 Science Telemetry Format

ASTER telemetry formats are TBD.

30.2 Derived Function Generation Requirements

TBD

30.3 Status Determination Requirements

TBD

30.3.1 Mode Definition

TBS
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30.32 Event/Mode-Change Detection

TBD

30.4 Uplinlc Verification Requirements

TBD

30.4.1 Command Verification

TBD

30.42 Microprocessor Load Verification

Does not apply to ASTER

30.5 Health and Safety Monitoring Requirements

ASTER health and safety are monitored by the ASTER ICC and EOC. The ASTER
ICC identifies critical instrument health and safety parameters along with their
limits.

30.5.1 Limit Check Requirements

TBD

30.5.2 Alarm Requirements

Alarms are required when yellow or red limits are reached. Other conditions are
(TBD).

30.6 Display Generation Requirements

TBD

30.6.1 Parameter Calibration

TBD
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30.6.2

TBD

30.6.3

TBD

30.6.4

TBD

30.7

TBD

30.7.1

TBD

30.702

TBD

30.7.3

TBD

30.7.4

TBD

30.7.5

TBD

CRT Page Display

Strip-Chart Recorder Displays

Hardcopy Outputs

EOCTelemetry Database Requirements

Telemetry Function Definition

Derived Function Definition

Mode/Event Definition

Limit Check Thresholds

Alarm Generation Criteria
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TBD

30.7.7

TBD

30.7.8

TBD

Command Verification Criteria

Display Definition

Calibration Parameters
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40 OPERATIONAL ACTION REQUIREMENTS

Specific ASTER requirements for operational action under speafied conditions are
hderstood to be as-follows:

40.1 Contingency Action Requirements

TBD

40.1.1 Emergency Power-Down

The emergency power down sequences for ASTER are TBD.

Preliminary emergency power down sequences requirements
submitted by September 1993.

40.1.2 Limits/Alarm Reaction “

for ASTER will be

Out-of-limits conditions are reported to the ASTER ICC. Out of limit conditions are
(TBD).

ASTER will submit these preliminary out of limit conditions by January 1994.

40.1.3 Spacecraft Safe Mode (SCC running)

TBD.

ASTER will submit these requirements by January 1994.

40.1.4 SCC Halted

TBD

ASTER will submit these requirements by January 1994.
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Other On-Board Processors Halted
=—

40.1.5

TBD

ASTER will submit these requirements by January 1994.

40.1.6 Uplink Transmission Failure

Does not apply to ASTER.

40.2 Preactivation Requirements

TBD

ASTER will submit these requirements by January 1994.

40.3 Spacecraft Maneuver Accommodation

ASTER should not observe if the pointing or jitter stability allocations are not
satisfied during Spacecraft maneuvers. The plans for ASTER operation during
Spacecraft maneuvers are as follows:

:

40.3.1

TBD

40.4

Best case - ASTER operates in STANDBY1 Mode
Worst Case - ASTER operates in Survival Mode

Orbit Adjust

Alignment/Calibration Requirements

Radiometric Calibration and Geometric alignment requirements are as follows:

40.4.1 Radiometric Calibration

The three radiometers (VNIR, SWR and ~) will be calibrated everY 16 daYsJ using
standard lamps and blackbody. Three or four (TBD) periods will be needed to
accomplish one complete set of calibration for the three radiometers.

In addition to the above, radiometric calibration with simultaneous ground
measurement will be performed every three months (TBD).
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Geometric Alignment Requirement
=—

40.4.2

Geometric calibration using Ground Control Point (GCP) for geolocation wiIl be
performed every (TBD).

40.5 Special Observation Requirements

TBD
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50 PLANNING AID REQUIREMENTS

ASTER will submit these preliminary requirements by September 1994.

A standard set of orbital parameters and selected orbital events is generated by the
FDF and transferred to the EOC (and TBD) where the ASTER ICC can aCCeSSthe data
for planning purposes and for use in the generation of any additional unique
planning aids required. The accuracy of the data is TBD (the best possible).

The following are example summaries of the long term and short term data to be
provided. The actual data to be selected for ASTER use is TBD. Details associated
with these TBD parameters are defined in TBD.

50.1 Parameter Definition

TBD

50.1.1 Long Term

The long term aids to be used by ASTER are TBD.

The following is an example summary of long term aids:
EOS-AM Orbital Characteristics

:

c.
d.
e.
f.

g“

Brouwer mean orbital elements
Solar beta angle
Direction of S/C flight
Local mean Sun time
S/C ascending node
Length of TBD day and night
Length of S/C day and night

Ephemeris:
a. Solar
b. Lunar
c. Planetary

Star Catalog
a. Ascending Node Prediction
b. Longitudinal spacing and precession rate.

Solar Eclipse predictions.
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50.1.2 Short Term

The short term aids to be used by ASTER is TBD.

The following is an example summary of short term aids:

a. Spacecraft ephemeris
b. Brouwer mean orbital elements.
c. Predicted Orbit Adjust time
d. Solar Eclipse predicts.

Orbital Events
a. Ascending and descending node
b. Spacecraft nadir sunrise and sunset terminator crossing
c. Terminators (both) for TBD degree line of sight at TBD altitude
d. South Atlantic Anomaly entrance and exit.
e. Sunset and Sunrise at TBD altitude.
f. Yaw and elevation angle to sun TBD-seconds before sunset
g. Yaw angle to sun at sunrise for TBD altitude.
h. Grazing sunrise begin/sunset end event
i. Grazing sunrise end event

Solar Beta Angle.

50.2 Parameter Specifications

The ASTER unique specifications for planning aid parameter are TBD

50.2.1 Information Accuracy

TBD.

50.2.2 Data Precision

TBD.

50.2.3 Data Frequency

TBD.
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50.3 Information Handling Requirements “—

The ASTER ICC/TL accesses planning and scheduling tools via the TBD” Details are
TBD.

50.3.1 Format

Standard ICC/EOC interface file format is ~D.

50.3.2 Packaging

Standard (i.e., time-annotated date file) is TBD.

50.4 Access llmeline Requirements

ASTER accesses planning

50.4.1 Lead Time

and scheduling aid data on a TBD basis

TBD (i.e., long term parameters consistent with long-term science planning
schedule; short-term parameters TBD days/hours beforehand).

50.4.2

TBD (i.e.,
parameters

Retention

long term parameter projections throughout mission, short-term
until current).
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APPENDIX VI

60 SPECIAL ACITVATION REQUIREMENT

ASTER will submit these preliminary requirements by September 1994.

Specific requirements for activation of ASTER are understood to be as follows:

60.1 Commanding Requirements

Commands required for activation and
database (LSZTand EOC).

normal operations are predefined in the

60.1.1 Special Command Sequences

At least TBD command sequences are required for the initial activation checkout
steps planned for ASTER.

60.1.2 Special Command Constraints

The EOC TBD mode transmission are used for all ASTER commands not defined in
the database.

60.1.3 Real-time Command Generation

There are TBD special real-time command generation requirements for ASTER
activation. All normal real-time command generation capabilities (defined in 20.4)
are required.

60.1.4

TBD.

60.2

TBD

Special Command Transmission Requirements

Telemetry Processing Requirements

60.2.1 Special Telemetry Formats
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There are no special telemetry formats identified for A..~R.

60.2.2 Special Processing Functions

TBD

60.2.3 Special Processing Parameters

TBD

60.2.4 Special Displays

ASTER saence functions are an ASTER ICC responsibility.

60.2.5 Strip Chart Recorder
TBD

60.3 Remote Support Coordination Requirements

TBD

60.3.1 Quick-look Playback Handling

Access to quick-look data is provided via the TBD.

60.3.2 Voice Communications

Voice communications are required between ASTER activation position within the
EOC, the ASTER ICC, and remote terminal facility (TBD) throughout ASTER
activation.

60.4 Facility Requirements

The ASTER ICC/TL requires access to TBD standard instrument activation position
within the EOC, and standard office-type working space and services for a TBD
activation staff.
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70 ASTER OPERATION MODES

ASTER Operation Modes are as follows:

70.1 ASTER Operation Modes TABLE V (JAROS TABLE 70.1-1)

TABLE70.1-1 ASTEROPERATINGMOD= (1 of 2) [Added by JAROS]

SUBSYSTEM OPERATINGMODE
ASTER OPERATING MODE

VNIR SWIR TIR CSP MPS
I

FULL 0s 0s OBS V/srr m 28V/ 120V ON

VNIR OBS STANDBY 1 STANDBY Vlm Om 28V/ 120V ON

OBS v/sTEREo OBS =ANDBY 1 ~ANDBY VDEM 0= 28VI 120V ON

Tu? STANDBY STANDBY 1 0s TIR 0s 28V/ 120V ON

SWIR/TIR !i7ANDBY OBS OB S/TOBs 2av/ 120V ON

PRE-CAL PRKAL STANDBY 1 =ANDBY SrANDBY 28V/120v ON

VNIR-CAL
orr<AL ot74xL SrANDBY 1 =ANDBY VNIR- 28V~ 120v ON

DARJKAL DARIKAL =ANDBY 1 =ANDBY VNIR-CAL 28V/ 120V ON

EL- =ANDBY 1 STANDBY VNIIKAL 28V/ 120V ON

PRE-CAL STANDBY PRJKAL STANDBY STANDBY 28VI 120V ON

SWR<AL OPT-CAL S3’ANDBY Om’a STANDBY SwlMxL 28V1120V ON

DARK-CAL =ANDBY DARK<AL =ANDBY SMR<AL 28V/ 120V ON

PRRXL PRECAL PRECAL =ANDBY STANDBY 28V/ 120V ON

v&CAL OVI--CAL oPra OPT<AL =ANDBY v6iML 12 W/120V ON

DARJKAL DARIKAL DARJXAL =ANDBY v&cAL 28V1120VON

PRE-CAL
TIR-~NG

SrANDBY SI-ANBY 1 PRECAL =ANDBY 28V/120VON

‘rHw CAL
0PTC4L STANDBY STANDBY 1 Orra TxwAL 28VI120VON

EL-CAL =ANDBY flANDBY 1 R&CAL TIKAL 28V/120VON

CAL- 1
TIR SHORT

SI’ANDBY =ANDBY 1 :~ TIR- 28VI120VON

TmMcAL
CAL-2 srANDBY Pm

SHORT- ~a

TmMcAL
2BV1120VON

Powrlrw STANDBY 1 srANDBY STANDBY 28V/120VON

swm- srANDBY rmt?rmG =ANDBY STANDBY 28V/120vON

PotNrlNG TIR-PolNrsNG 1 STANDBY srANDBY 1 mwrm
‘rutPRm

(IT( CIDCK)
28V/120VON

Tm-PoINrmG 2 SANDBY m mmruw ‘= 28V/120VON
(TtR CLfXlo

=ANDBY 1 STANDBY 51’ANDBY 1 =ANDBY
=ANDBY

STANDBY 28V/120VON
I
nANDBY 2 SI’ANDBY st-ANDBY 2 STANDBY STANDBY 128V/120VON

i203J puk

11.019 peak

4.109 peak

!7.162 neak

)

52.038 peak

i2.038 peak

i2.03B peak

!3.0S3 peak

!3.053 peak

)

!S.091 peak

1S.091 peak

-

4.109 peak

4.109 oeak

4.109 peak

4.109 peak

)

)

)

)

i

)
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TABLE V (continued) UAROS TABLE 70.1-1]
=—

TARI E 7fI 1.1 A~ nDCDATIN~. M/WWX /? nf ?) rAt+A.A k) lADnClL-UU tU. L–L no LLax Uz u- L LAVWL.auuw \& WE &j [nwwbu Uy Jn Lxuo ~

SUBSYSTEM OPERATINGMODE DATA
AS’lTR OPERATING MODE RATE

VNIR SWIR TIR CSP MPS (MbPs)

u OFF ALlOFF ALLOFF ALLOFF ALLOFF ALLOFF o

L4UNCH IAUNCH MUNCH MUNCH
~wM SURVIVAL

o
(TBD)

MUNCH-LOCK OFF
LAUNCH-

UXKOfF ‘“

lAuNcH- SANDBY 28V/ 120V ON o

~K OFP (TED) (TBD)
J

SAFE
STANDBY STANDBY 1 =ANDBY =ANDBY 28 V1120V ON ~

(TB”) (TBD) nsn CM”) (TBD)

nJRvlvAL SURVNAL SURVNAL suRvAfAL suRvlvAL sLJRvlvAL o

COOL-DOWN =ANDBY
!7Y’ANDBY 1 mANDBY

(C~L-DOWN) (COOLDOWN)
=ANDBY 28VI 120V ON o

‘nRPREP1 STANDBY STANDBY 1
SHORT-TERM

CAL (m)
=ANDBY 28V/ 120V ON o

PRml
TIR SHORT

TERM CAL1
STANDBY STANDBY 1 ~RJ’f -nRCAL 28VI 120V ON 4’$9

flANDBY 2 =ANDBY ~ANDBY 2 STANDBY flANDBY 28VI 120V ON o

TrRPREP2 =ANDBY flANDBY 2
SHORT-TERM

CAL (Psw)
STANDBY 28VI 120V ON o

)THER

vlODE Srr Pm =ANDBY Plw
SHORT-TERM

PRm2 CAL (PRm
STANDBY 28V/ 120V ON o

;
TIR SHORT

TERM CAL2
flANDBY PREP syp-T=M Tn(clu. 28V1120V ON o

TIR PREP

nrtmm2 STANDBY m mlNrING (m 28VI 120V ON o

CIDCK)

~G_m STANDBY =ANDBY 1

(TBD) (7’BD)
GM OFF =ANDBY 28V/ 120V ON o

ITi GE17ER ,
~G_m STANDBY STANDBY 1

(TBD) (T’S”)
GE?TER ON flANDBY 28VI 120V ON o

TIR COOL-DOWN
STANDBY =ANDBY 1 SY’ANDBY

(TBD) ~“)
flANDBY 28V/ 120V ON o

(COOL-DOWN)

Remarks) CAL;
PREP;
y
s;
T
Vls;
VfirT;
EL;
OPT;
OBS;

CALIBRATION
PREPAk4TION
VNIR
SWIR
TIR
VNIR andSWIR
VNIR, SWIR and TIR
ELEC’HUC
OPTICAL,
OBSERVATION
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80 ABBREVIATIONS

ACE ..........................................
ADAC ......................................
ADADS ...................................
ADN ........................................
AOS ..........................................
APID ........................................
ARc .........................................
ARIA ........................................
ASTER .....................................

ATC ..........................................

BDD ..........................................
BDU .........................................

C&DH ......................................
CADU ......................................
CCSDS .....................................
CERES ......................................
U-I-U ........................................
CMD .........................................
COMM .....................................
CSMS .......................................
CSP ...........................................
C’nu ........................................
C&T ..........................................

DAA .........................................
DAAC ......................................
DADS .......................................
DAR .........................................
DAS ..........................................
DB ..............................................
DCU .........................................
DDL ...........................................
DDS ...........................................
DMU ........................................
DP ..............................................
DPS ...........................................
DSN .........................................

Attitude Control Electronics
Attitude Determination and Control
ASTER Data Archive and Distribution Subsystem
ASTER Data Network
ASTER Operation Segment
Application Process Identifier
Ames Research Center
Advanced Range Instrumented Aircraft
Advanced Spaceborne Thermal Emission and
Reflection
Absolute Time Command

Baseline Description Document
Bus Data Unit

Command & Data Handling
Channel Access Data Unit
Consultative Committee For Space Data Systems
Clouds and Earth’s Radiant Energy System
Command Link Transmission Unit
Command
Communications Subsystem
Communication and System Management Segment
Common Signal Processor
Command and Telemetry Interface Unit
Command and Telemetry

Data Acquisition Assembly
Distributed Active Archive Center
Data Archive and Distribution System
Data Acquisition Request
Direct Access System
Direct Broadcast
Data Control Unit
Direct Downlink
Direct Downlink System
Data Memory Unit
Direct Playback
Data Processing Subsystem
Deep Space Network— . .
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ECS ...........................................
ECOM ......................................
ECS ...........................................
EDOS ........................................
EDU ..........................................
EOC .............................................
EOS ...........................................
EOS-AM ..................................
EOSDIS ....................................
EPS ...........................................
ESDIS .......................................
ESN ..........................................

FDF ...........................................
FDIR .........................................
FIFo .........................................
FOS ...........................................
FOT ..........................................
FOV ..........................................

........................................

GDS ..........................................
GIIS ..........................................
GN ............................................
GN&CS ...................................
GSMS .......................................
GSFC ........................................

HGA .........................................

I&T .........................................
ICC ............................................
ICD ...........................................
IFou ........................................
MC ..........................................

...........................................
IST ............................................
IWG .........................................

JAROS .....................................
JPL ............................................

Kbps .........................................
KSA ..........................................

- ASTER mu Preliminary

EOSDIS Core System ‘—
EOS Communication Network
EOSDIS Core System
EOS Data and Operations System
Error Detection and Correction Data Unit
EOS Operations Center
Earth Observing System
Earth Observing System - 10:30 descending node orbit
EOS Data and Information System
Electrical Power System
Earth Science Data and Information System
ESDIS Science Network

Flight Dynamics Faality
Failure Detection, Isolation and Recovery
First In First Out
Flight Operations Segment
Flight Operations Team
Field of View
Flight Planning and Scheduling Group

Ground Data System
General Instrument Interface Specification
Ground Network
Guidance, Navigation and Control Subsystem
Ground System Management System
Goddard Space Flight Center

High Gain Antenna

Integration and Test
Instrument Control Center
Interface Control Document
Instrument Flight Operations Understanding
Information Management Center
Information Management System
Instrument Support Terminal
Investigator Working Group

Japan Resources Observation System Organization
Jet Propulsion Laboratory

Kilobits per Second
Ku-Band Single Access
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L~ ..........................................
LTSP .........................................

Mbps ........................................
.........................................

MISR .......................................
MO&DSD ................................
MODIS .....................................
MOM .......................................
MOPITT ..................................
MPs ..........................................
MSFC .......................................

NASA ......................................
NASCOM ...............................
NCC .........................................
NIR ..........................................
NOAA .....................................
NSI ...........................................

P/B ...........................................
PGS ...........................................
PI ...............................................
PSCN .......................................

RT .............................................
R/T ...........................................

........................................
ROM ........................................
Rs ............................................
RTCS ........................................

SAR ..........................................
Scc ...........................................
SCF ...........................................
SCT ...........................................
SDF ...........................................
SDPS ........................................
SFE ...........................................
SISS ..........................................
SMA .........................................
SMC .........................................
SN ............................................
SSA ...........................................

AsTER mu Preliminary
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Long Term
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Instrument Han
Science plan

Megabits per Second
Ministry of International Trade and Industry
Multi-angle Imaging Spectro Radiometer
Mission Operations and Data Systems Directorate
Moderate Resolution Imaging Spectrometer
Mission Operations Manager
Measurements of Pollution in the Troposphere
Master Power Supply
Marshall Space Flight Center

National Aeronautics and Space Administration
NASA Communications Network
Network Control Center
Near Infrared
National Oceanic and Atmospheric Administration
NASA Science Internet

Playback
Product Generation System
Principal Investigator
Program Support Communications Network

Remote Sensing
Real-Time
Random Access Memory
Read only Memory
Reed-Solomon
Relative Time Command Sequence

Schedule Add Request (TDRSS)
Spacecraft Controls Computer
Science Computing Facility
Stored Command Table
Software Development Facility
Science Data Processing Segment
Science Formatting Equipment
Software Implementation Support
S-Band Multiple Access
System Management Center
Space Network
S-Band Single Access

116
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SSR ........................................... Solid State Recorder
STGT ........................................ Second TDRSSGroud Terminal
SWIR ....................................... Short Wave Infrared

TBD .......................................... To Be Determined
TBR .......................................... To Be Reviewed
TBs ........................................... To Be Supplied
TDRS ....................................... Tracking and Data Relay Satellite
TDIWS ..................................... Tracking and Data Relay Satellite System

........................................... Thermal Infrared Radiometer
TL ............................................. Team Leader

......................................... Telemetry
............................................ Team Member

TMON ..................................... Telemetry Monitor
TONS ....................................... TDRSS Onboard Navigation System
TOO .......................................... Target of Opportunity

UTc .......................................... Universal ~me Code

VCID ........................................ Virtual Channel Identifier
VCDU ...................................... Virtual Channel Data Unit
VNIR ....................................... Visible and Near Infrared

WOTS ...................................... Wallops Orbital Tracking Station
WSGT ...................................... White Sands Ground Terminal
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PURPOSE

The Mechanical Interface Control Drawing (MICD) Tables, 20008812, when executed, in
conjunction with the MICD Drawing, 20008811, represents an agreement of the detailed
implementation of the mechanical interface between the Earth Obsewing System (EOS)
AM Spacecraft and the Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER). ASTER is composed of the following Instrument components: the Visible and Near
Infrared Radiometer (VNIR) (which is composed of two components, the VNIR Scanning
Radiometer (VSR), and the VNIR Electronics (VEL), the Short Wavelength Infrared Radiometer,
(SWIR), the Thermal Infrared Radiometer (TIR), the Master Power Supply (MPS), and the
Common Signal Processor (CSP). These two drawings, together with the Electrical Interface
Control Drawing (EICD) schematics 20008814, EICD tables 20008815, Integration and Test
Interface Control drawing (l&T ICD), 20008816, Thermal interface Control Drawing (TICD),
20008813 and the Command and Data Handling (C&DH) ICD, 20008817, describe the details of
the interfaces between the EOS AM Spacecraft and ASTER. The toplevel Instrument Interface
Control Drawing (lCD), 20008810, provides the instrument ICD tree and revision status for all
sub-tier instrument ICDS.

SCOPE

The MICD Tables in conjunction with the MICD Drawings contain information necessary to
develop the spacecraft configuration, for structural and mechanical studies, and during l&T for
verification of installation and alignment. The MICD Tables describe the instrument mass
properties; mechanisms; finite element model (FEM); flight and launch accountability kit items;
and alignment data. The MICD Drawing contains the instrument component outline drawings;
science and calibration fields of view; mounting, electrical, and thermal hardware definition; and
instrument ground support equipment attachment.
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MICD TABLES =—

1.

2.

3.

4.

5.

6.

7.

The relationship among the instrument, spacecraft, and launch vehicle coordinate
systems is shown pictorially in Figures 1a through 1f.

The conversion among coordinate systems at the instrument origin is shown in
Tables la through If.

The ASTER mass properties are shown in Tables Ila Through Ilf.

The ASTER Mechanisms are listed below. Mechanism characteristics are provided in
Tables Ills through Illf. Torque, linear force versus time, and angular momentum
profiles are provided in the corresponding figures identified by the same lower alpha
characte~

a) VNIR (VSR Telescope Assembly)
b) SWIR Stirling Cooler Compressor and Displacer
c) SWIR Pointing Mirror Mechanism
d) TIR Scan Mirror Mechanism
e) TIR Chopper Mechanism
9 TIR Stirling Cooler Compressor and Displacer

The finite element model which will be used by both the Instrument and Spacecraft
Providers is identified in T*le IV.

The instrument and associated spacecraft flight items are listed in Ttile V.

The contents of the launch accountability kit are identified in Table VI for both flight and
non–flight items.

The launch accountability kit contains each item not installed prior to shipment to the
launch site and which must be installed before flight. Space is allocated for each item
which must be removed before flight. Thus the launch accountability kit provides the
means to verify that all items which must be installed before flight have been installed
and all items which must be removed before flight have been removed.

I
L
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A
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MICD TABLES (Continuetl)-

8. The alignment offset among the instrument boresight, all alignment cubes, and the
instrument and drill templates mounting planes and hole patterns are shown in Table
Vlla through Vllc.
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Local
Coordinate

System

Instrument

Spacecraft

(s/c)

Launch
Vehicle

(LV)

Iotes:
1.

ASD-EW 2051 349

Velocity
XASTER.VNIR~SR)

/

%pacecraft ._
~BD 001) LaunchVehicle

\
YASTER_vNIR~SR)

ySpacecraft
KBD 001) LaunchVehicle

Nadir
ZASTER_VNIR~SR)

zSpacecraft
(TBD001) LaunchVehicle

Figure 1a. VNIR- VSR Coordinate System

Table la. VNIR - VSR Origin Reference Coordinates

)(VSR= 0.00

)(s/c= 108.04

)(Lv= (TBD 002)

Coordinates

YVSR= 0.00

Ygc= 3.71

YLV= (TBD 002)

See 20008811 for location of instrument origin.

ZVSR= 0.00

zs/G= 30.77

YLV= (TBD 002)

(

Size

A ?93?1 20008812



/

\

Velocity
XASER.VNIR ~EL)

kpacecrs~
~BD 001)LaunchVehicle

YASTER_VNIR(VEL)

YSpacecraft
(TBD001) LaunchVehicle

Nadir
ZASTER_vNIR~EL)
ZSpacecraft

(TBD 001) LaunchVehicie

Figure 1b. VNIR - VEL Coordinate System

Table lb. VNIR - VEL Origin Reference Coordinates

Locai
Coordinate Coordinates

System

instrument XVEL= 0.00 YVEL= 0.00 ZVEL= 0.00

Spacecraft xs/~ . 135.06 Yslc = 16.25 Zsjc = 30.77

(s/c)

Launch )(Lv= (TBD 002) YLV= (TBD 002) z~v . (TBD 002)
Vehicie

(LV)

Notes:
1. See 20008811 for location of instrument origin.
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A
Code klent No.
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Velocity
XASmR~WI~_

/

%pacecraft
(TBD001) bunch Vehicle

\

YASTER+WIR

YSpacecraft
(TBD001) LaunchVehicle

Nadir
ZASTER+WIR
ZSpacecraft

(TBD001) LaunchVehicle

Figure 1c. SWIR Coordinate

Table Ic. SWIR Origin Reference Coordinates
I

Local
Coordinate Coordinates

System

Instrument xswlR= 0.00 YSWIR= 0.00 zSwlR= 0.00

Spacecraft xs/c= 175.00 Y~c= –16.90 Zs/p 23.51

(SIC)

Launch )(Lv= (’TBD002) YLV= (TBD 002) ZLV= (TBD 002)
Vehicle

(LV)

-

1. See 20008811 for location of instrument origin.

Size I code ldentNo.
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Velocity
XSpacecraft

/

XAsTER.’,

> (TBD001) Launch Vehicie
TIRAxis is roteted 0.3Degreeswith respeotto
Spaoeoraft Axis. Bolt pattern In Spaoeoraft

\

Structure Is made with respeot to the

S oeoraft Axis.

r
YSpacecraft
YAsTER_mR

(TBD 001) LaunchVehicie

Nadir
ZSpacecraft
ZAsTER_TiR
(TBD001) LaunchVehicie

Figure ld. TiR Coordinate System

Tabie id. TiR Origin Reference Coordinates

Locai
Coordinate Coordinates

System

instrument XTIR= 0.00 YTIR= 0.00 ZTIR= 0.00

Spacecraft x~c= 210.50 Ys/c= 15.49 Zsfc= 10.61

(s/c)

Launch )(Lv= (TBD 002) Y~v= (TBD 002) zLv= (TBD 002)
Vehicie

(LV)

NQ.El
1. See 20008811 for iocation of instrument origin.

size

A
Coda ldent No.
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m
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/

\

velocity
XAsmR~p=_
Xspacecraft
~BD 001)LaunchVehicle

YAsTER4sP

%pacecraft
(TBDOW LaunchVehicle

Nadir
ZAsTER~sp
ZSpacecraft

(TBD001) LaunchVehicle

Figure le. CSP Coordinate System

Table le. CSP Origin Reference Coordinates

Local
Coordinate Coordinates

System

Instrument x~p= 0.00 Y~p= 0.00 &sp= 0.00

Spacecraft xs/c= 149.25 Y%= 22.02 zs/c= 30.77

(s/c)

Launch xLV= (TBD 002) YL~ (TBD 002) zLV= (TBD 002)
Vehicle

(LV)

NQEs
1. See 20008811 for location of instrument origin.

Size

A
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Velocity
XAsTERaPs

/

%pacecrsii
(TBD001) LaunchVehicie

\

YAsTER~Ps

YSpacecraft
(TBD001) LaunchVehicie

Nadir
ZAsTER4Ps
ZSpacecraft

(TBD001) LaunchVehicle

Figure If. MPS Coordinate System

Tabie if. MPS Origin Reference Coordinates

Locai
Coordinate Coordinates

System

instrument xMPs= 0.00 yMPs= 0.00 zMPs= 0.00

Spacecraft xs/c= 114.50 Y~= 28.96 zs/c= 30.77

(s/c)

Launch xLJ/= (TBD 002) YLV= (TBD 002) zLV= (TBD 002)
Vehicie

(LV)

.M21es
1. See 20008811 for location of instrument origin.

Size
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Table Ila. Mass Properdes - VNIR (VSR) - Launch (0° Pointing)

All values given are (TBR 001)

-

1.

2.

3.

4.

*

Mass
(kg)

(See Note 1)

47.7

(?/0)

(Estimated
[Calculated
(M)easured

100 E

Estimated
Center of Mass

(mm)
(See Notes2,3&4)

X = +283.2

y = +256.9

z = +407.8

Estimated
Inertia Matrix (kg+n~ i 10%o

(See Note 3 &4)

In= 1.8 I)(y = 1.6 E-2 I)(Z= 1.2E-2

Iyx = 1.6E-2 Iyy= 2.0 l=. -2.3 E-2

la= 1.2E-2 l=. -2.3 E-2 1== 1.9

The mass listed for all of the ASTER components were obtahed
from the ASTER PDR.

Mass, center of mass, products of inertia and moments of inertia
at end of life are the same as at beginning of life.

Center of mass is specified with respect to instrument component
local origin(see 20008811).

Instrument moments and products of inertia are specified about
axes parallel to the instrument axes and passing through the
instrument center of mass.

Where the majority of table is TBR the entire table is designated
as TBR.

ASD-EW 2051 349
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Mass Propeties - VNIR (VSR) - onatiit Configuration
‘~alues at +/- 240 Pointing)

(TBR 001~

Mass
(kg)

(See Note 1)

47.7

F.Yo)

(E)stirnated
[Calculated
(M)easured

1OO(E)

Estimated
Center of Mass

(mm)
(See NOteS 2,3)

)(= 283.2

y = 256.9

z = 407.8

Estimated I
lne~ia Matrix (kg+n~ A 10?4o

(See Notes 3 &4) I
In= 1.8 Ixy = 1.6E-2

Iyx = 1.6E-2 Iw = 2.0

Iz)(= 1.2E-2 Izy . -2.3 E-2 3l== 1.2E-2

In= -2.3 E-2

Izz= 1.9

Notes:

* Where the majority of table is TBR the entire table is designated
as TBR.

size Code Ident No.
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Table Ilc. Mass Properde~ VNIR (VEL) - Launch and On-Orbit Configuration

Mass
(kg)

(See Note 1)

26.3

(Ye) I Estimated
(E)stirnated

I
Center of Mass

(Calculated (mm)
(M)easured (See Notes

2,3&4)

x = 155.0

100 (E)

I

y = 233.0

z s209.o

(’TBD003~

Estimated
Inertia Matrix (kg+2) + 10%

(See Notes 3&4)

Iy)(= I1~ . 0.52

I

l==

Izx = Izy = l== 0.56

N!2tes

● Where the majority of table is TBD the entire table is designated
as TBD.

Size Code ldent No.
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Table Ild.

-

=—

Mass Properties - SWIR - Launch and On-rbit Configuration

Mass
(kg)

(See Note 1)

117.6

(Ye)

(Estimated
(Calculated
(M)easured

100 (E)

Estimated
Center of Mass

(mm)
(See Notes

2,3&4)

X = 325.0

y = 660.0

Z = 260.0

(TBD 004~

I Estimated
Inertia Matrix (kg+n~ A 10%

(See Notes 3&4)

lxx = Ixy = l==

~lyx= Iyy = In=

● Where the majority of the table is TBD the entire table
designated as TBD.

is
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Table Ile. Mass Properties-TIR- Launch and On-Orbit Configuration

Aii vaiues given are (TBR 002)

Mass (!lo) Estimated
(kg) (Estimated Center of Mass

(See Note 1) (Calculated (mm)
(M)easured (See Notes

2,3&4)

x = -329 +/- 30

149.9 100 (E) y = -230 +/- 60

z = 234 +/- 40

(TBDO05)*

Estimated
inertia Matrix (kg~~ k 10%

(See Notes 3 &4)

in= 41.0 ixy = i=.

iy)(= iyy=ll.9 in=

in= in= i== 37.5+/4

J!lQles

● Where the majorii of table is TBD the entire table is designated
as TBD.

Size
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Mass Properties - CSP - Launch and On4rbit Configuration

All values given are (TBR 003)

Mass (?J’0) Estimated
(kg) (Estimated Center of Mass

(See Note 1) (Calculated (mm)
(M)easured (See Notes

2,3&4)

X = 299.0

48 100 (E) y = 175.0

z = 201

(TBDO06)*

Estimated
Inertia Matrix (kg-m2) A 10?/O

(See Notes 3&4)

In= 1.2 Ixy = I)Q =

Iy)(= Iyy= 1.0 1~ =

la= la. 1== 1.1 .

● Where the majority
as TBD.

of table is TBD the entire table is designated

Size Code kid No.

A 49671 20008812

ASD-EW 2051 -
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Table Ilg.

=

Mass Propwlies - MPS - Launch and On-Orbit Configuration

All Values Given are (TBR 004)

Mass
(kg)

(see Note 1)

12.8

[?401 I Estimated
(E)s~rnated

I
Center of Mass

[Calculated (mm)
(M)easured (See Notes

2,3&4)
1

I x = +142

100 (E) I y=+lo2

I 2=+175

(TBDOO~

Estimated
Inertia Matrix (kg+n~ k 10%

(See Notes 3 &4)

1)()(= 0.079

Iy)(=

12X. hzY= IIZZ. 0.072

● Where the majority of table is TBD the entire table is desicinated
as TBD.

I

size
A O’39T?i 20008812

ASD-EW2051 3-S9



=—

Table Ills. Mechanism Characteristics-VNIR (VSR Telescope Assembly)

h

.ocation see figure

2peration Position of telescopes change during
pointing. Repainting occurs once/day
normally with an excursion of+/-8.55
degrees with occasional excursions to
+/-24.0 degrees. See the ASTER
MICD drawings and figures 2a-1 and
2*2 for further description of telescope
motion.

UbSS being moved (kg) (MXSSWSCL (C)akwiataci, (Estimated 21.8 Kg ~BR 005) (E)

4xis of Rotation Definition an axis parallel to the instrument X axis
offset from the instrument origin by a
distance of 455 mm in the +Z direction.
See figure 2a-1 for definition.

:enter of mass about point of rotation (mm) x= 278.5
with respect to instrument origin) Y= ;~.~ (TBR 005) (E)
M)eaeumd,(C)akuiatad,(E)atimatad z= .
nertla (kg+n~ 1.1 About Pointing Axis

rorque (N-m) Residual +/- 20 (Max)

>ycle duration (see) 60 (Max)

3ipolar step time (see) - ( Period) see figure 3a-1

Maximum impulse (N+sec) see figure 3a-1

‘or continuously rotating parts NIA
Dynamic Imbalance (kg+nm2)
Static Imbalance (kg-mm)
Residual Momentum (N-rn~ec)

;tep frequency (see) see figure 3a-1

\mplitude (N+n-see) see figure 3a-1

‘inite element model node number 325648

tiechanism profiles figure 3a-1

\
Size Coda Idant No.

A 49671 I 20008812

I I I Meet 23
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Figure 2a-1. VNIR - VSR Pointing Axis Definition

Y

x

\
Size Code Bent No.

A 49671 20008812

ASD-EW 2051 349
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Polntlng range

ASD-EW2051 3-S9

Figure 2a-2. VNIR - VSR Mechanism Movement

20008812
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Table Illb. Mechanism CharacteristictiWIR Stirling C%-olerCompressor &
Displacer
(TBR 006)

Location

Operation Compressor and displacer operate
continuously. The compressor piston
moves along a line of action which is
parallel to the instrument X axis while
the displacer moves along a line of,
action which is parallel to the insturment
Y axis. Cool down mode occurs only in
early flight just before science mode, or
after an anomaly before returning to
science mode. Steady state mode is on
at all times during science mode.

Frequency (Hz) ~bration Frequency] 45

COMPRESSOR & DISPLACER Force See Force profiles in Figure 3b-1
Characteristics

COMPRESSOR & DISPLACER Torque See Torqueprofiles in Figure 3b-2
Characteristics

Finite element model node number 329503
[compressor)

Finite element model node number 329691
[displacer)

Upper harmonic frequency profiles ( TBD 008 )

Notes:
1. Longitudinal axis (parallel to piston translation axis)
2. Lateral axis (Perpendicular to piston translation axis)
3. All forces &torques are O-to - peak values.

size

A
Code Men! No.

49671 20008812

ASD-EW 2051 3-S9



Table Inc. Mechanism Characteristics-SWIR Poi%ing Mirror Mechanism
(TBD 009)

Location

Operation Active during repainting operations &
Calibration (Normally night time)

Mass being moved (kg) (M)wuti, (C)abutatd, (E)stimatad

Axis of Rotation Definition

Center of mass about point of rotation (mm) x=
(with respect to instrument origin) Y=
(M)eaaured,(C)dcuWd(E)sthnatd z=
Inertia (kg-m?

Torque (N-m) see figure 3c-1

Cycle duration (see) 60 (TBR 007) Pointing for science &
observation.
300 (TBR 007) Max (one way) for Cal.

On time pulse width (sac) 0.005

Maximum impulse (N-m-sac)

Step frequency (see)

Amplitude

Finite element model node number 329526

Mechanism profiles figure 3c-1

Size Code ldd No.

A 49671 20008812

ASD-EW 2051 3-S9
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Table Illd. Mechanism Characteristics-TIR Scan Mirror Mechanism
(TBR 008)

Location

Operation Active for all Science Modes. Mirror mechanism
moves mirror to scan image. Repainting occurs
before and after each obsewation

Pointing Mode &
— Observation Mode Optical Calibration

Mode

— Mirror Reaction Mass Mirror + Reaction
Mass + Frame

Mass Being 2.5 E 2.06 E 7.47 E
Moved (Kg)

Center of Mass X = -312.1 x=-312.1 x = -312.1
about point of ro- Y = 251.4 E Y = 323.2 E Y = 251.4 E
tation (With re- Z=593.3 Z = 521.5 z = 599.3
spect to Inst Ori-
gin) (mm)

Inertia (kg-m~ 0.022 E 0.022 E 0.084 E
(See note 3)

Torque (N-m) less than 0.01 N-m(O--P) * constant torque
[Residual Un- ; less than .009 N- E
compensated) m-s

Cycle Duration 0.13194 N/A
(See) Maximum

Frequency (Hz) 7.5792 N/A
Sinusoidal

Finite element 326990 326990
model node num-
ber

Notes:
1) M: Measured, C: Calculated, E: Estimated
2) Residual torque profiles for pointing angle change for observation & calibration
3) Inertia is about axis of rotation

(
Size Code IdemI No.

A 49671 20008812

ASD-EW 2051 -



Table Ille. Mechanism Characteristics- TIR Stirllfi~ Cooler Compressor
(TBR 009)

Location

Operation

Mass being moved (kg) (Mb-d, (C)aidated, (E)stimatad

Axis of Rotation Definition

Center of mass about point of rotation (mm)
(with respect to instrument origin)
(M)weuA,(C)aloulated,(E@timated

Inertia (kg-m?

Torque (N-m)

Cycle duration (see)

On time pulse width (see)

Maximum impulse (N-m-see)

Step frequency (see)

Amplitude

Finite element model node number

Mechanism profiles

Upper harmonic frequency profiles

Continuous

two moving parts: each .022kg

linear motion along (TBD) axis

x= 312.1 (E)
Y= 489.1 (E)
z. 109.3 (E)

lxx= 0.0067
Iyy= 0.044
Izz= 0.0488

less than 0.01 N-m

0.024

N/A

TBD

WA

N/A

326992

see

SEE BELOW *

FREQUENCY COMPRESSOR FORCE (N) COMPRESSOR TORQUE (N-m)

Longitudinal Lad Roll Pitch Yaw

42 0.107 1.160 1.82E+I 2.17E-3 9.28E-4
I I

84 0.610 0.127 1.0453 2.37E-4 1.02E+

126 0.530 0.093 9.OIEA 1.74E–4 7.44E-5

* The abovecompressorforce andtorquetableis measureddatafrom theTIR pm-EM unitwhichis
similartotheEM sterlingcooler. The abovetableinformationis to beusedintheEOS spacecraftjitter
study.

Size Code Ident No.

A 49671 20008812

ASD-EW 2051 3-S9
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Table Illf. Mechanism Characteristics-TIR Stirling Cooler Displacer

(TBR 010)

Location

Operation Continuous

Mass being moved (kg) (M)ENWUmd,(C)atcdatad, (E)stimatad two movingparts:
1) 0.18 kg (E)
2) 0.46 kg (E)

Axis of Rotation Definition Linear motion along (TBD) axis

Center of mass about point of rotation (mm) X= 312.1 (E)
(with respect to instrument origin) Y= 514.9 (E)
[M)aasurad, (C)ablated, (E)stimatad z= 327.1 (E)

Inertia (kg-m2) TBD

Torque (N-m) less than 0.01 N-m (GP)

Cycle duration (see) 0.024

On time pulse width (see) NIA

Maximum impulse (N-m-see) NIA

Step frequency (see) N/A

Amplitude NJA

Finite element model node number 326993

Mechanism profiles see

Upper harmonic frequency profiles SEE BELOW ●

I FREQUENCY I DISPLACER FORCE (N) I DISPLACER TORQUE (N-m)

Longitudinal Lateral Roll Pitch Yaw

42 0.025 0.024 2.5E-6 5.52E-5 5.521-5

84 0.710 0.050 7.l&5 1.15E-4 1.15E-4

126 0.183 0.0056 1.83E-5 1.29E-5 1.29E-5

* The above displacerforce andtorquetable is measureddatafrom the TIR p~EM unitwhich is
similarto theEM sterlingcooler. The abovetableinformationis to beusedintheEOS spacecraftjitter
study.

I

r I ‘498--II 20008812

I I Ishaat 30 I



Table Illg. Mechanism Characteristics-TIR Cfi~pper Mechanism

(TBR 011)

Location

Operation Active for all Science and Calibration
modes.

Mass being moved (kg) (M)UUA, (C)atikted, (E)stimatad 0.121

Axis of Rotation An axis parallel to the instrument X axis

Center of mass about point of rotation (mm) X= 463 (E)
(with respect to instrument origin) Y= 124 (E)
(M)eaaurect, (C)abulated, (E)stimatad z= 413 (E)

Inertia (Kg+n2) 0.00847 (E)

Torque (N-m) 0.015

Force (N) See Figure 3*1

Cycle duration (see) 0.13194

Bipolar step time (sac) NA

Maximum impulse (N-m-see) NA

frequency (Hz) Sinusoidal 7.5792 (E)

Amplitude (N) 0.2 (E)

Finite element model node number 326944

Mechanism profiles Figure3e-1

Notes:
1) Inertia is about axis of rotation

Sbze Ooda Idant No.

A 49671 20008812
1

I I I sheet 31
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Table lVa. VNIR (VSR) Finite Element Model

Dat~onv.

File name

Grid/Element/
Property
ID Range

Coordinate
ID Range *

Frequency (Hz)
(First Mode)

00
3/01/1993

VSREFBDA.DAT

325000-326499

402

69.8

Revision

01 02 I 03

Note:
The following node numbers and their decryptionsare listed below for the purpose of identifying
instrument boresight and related information.

Node NU mber Pest .ric)tion
325647 Nadir Looking Telescope
325641 Backward Looking Telescope

‘ – the ASTER System coordinate ID range is 401 to 450; the specific range shown in the above
table is only for the subject component.

Size Oode Merit No.

A 49671 20008812

ASD-EW 2051 349
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Table lVb. VNIR (VEL) Finite Element Model

I Revision I
01 I

Date 3/1/93

File name VELEFBD.DAT

Grid/Element/ 329300-329389
Properly
ID Range

Coordinate 441

ID Range *

Frequency (Hz) 5815
(First Mode)

●-the ASTER System coordinate ID range is 401 to 450; the specific range shown in the above
table is only for the subject component.

Size

A
CobIdeniNo.

49671 20008812

ASD-EW 2051 3-S9
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Table N/c. TIR Finite Element Model
/

Revision

01
,

Date 3/01/93

File name TIREFBDA.DAT

GridlElementi 326850-327999
Property
ID Range

Coordinate 424,425,
ID Range * 426

Frequency (Hz) 52.6
(First Mode)

Note:
The following node numbers and their decryptions are listed below for the purpose of identifying
instrument boresight and related information.

Node NUmber Descr.irXio~
326906 Lens Assembly
326989 Primary Mirror
326990 Scan Mirror
326993 Displacer

*-the ASTER System coordinate ID range is 401 to 450; the specific range shown in the above
table is only for the subject component.

.

Size Code kient No.

A 49671 I 20008812

sheet 46

AS&EW2051 3~
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Table N/d. SWIR Finite Eiement Modei

Revision

01 I

Date 3/01/93

Fiie name SWIRE2FBD.DAT

Grid/Eiement/ 326500-326820
Property
iD Range 32939:332999

Coordinate 413
iD Range *

Frequency (Hz) 64.1

(First Mode)

Note:
The following node numbers and their decryptionsare iisted below for the purpose of identifying
instrument boresight and related information.

Node Number
330903
330902
329772
330000
330001
330002
330003
330004

P-r. iDtioQ
SWiR Aperture
Pointing Mirror
Focal Plane
Optical Assembly Lens Element
Optical Assembly Lens Element
Optical Assembly Lens Element
Optical Assembly Lens Element
Optical Assembly Lens Element

*-the ASTER System coordinate iD range is 401 to 450; the specific range shown in the above
table is only for the subject component.

size Ode kid No.

A 49671 20008812

Isheet 47

ASD-EW 2051 3-S9
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Table We. CSP Finite Element Model

File name

Grid/Elementi
Property
ID Range

Coordinate
ID Range ●

Frequency (Hz)
(FirstMode)

CSPEFBD.DAT

329000-329299

438

3432

Date

File name

Grid/Elementi
Property
ID Range

Coordinate
ID Range ●

Frequency (Hz)
(First Mode)

Revision

Table lVf. MPS Finite Element Model

Revision

01

3/01/93

MPSEFBD3.DAT

328800-329899

435,436

226

●-the ASTER System coordinate ID range is 401 to 450; the specific range shown in the above
table is only for the subject component.

Size I OodB Idenl No.

A 49671 20008812

I I Sheet 48

ASD-EW 2051 3-S9
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Table V. ASTER Flight Items

(TBD 010)

Item Part No. Supplier Qty

*

Size Code ktent No.

A 49671 20008812

ASD-EW 2051 3-S9
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Table V1. Launch Accountability Kit

(TBD 011)

item Drawing # Fiight Non-Fiight

TiR APERTURE COVER N/A 1

TIR RADIATOR COVER N/A 2

VNIR-VSR APERTURE COV- N/A 2
ER

VNIR - VSR RADIATOR COV- N/A 3
ER

VSR ALIGNMENT CUBE N/A 1

COVER

VNIR-VEL RADiATOR COVER N/A 1

SWiR APERTURE COVER N/A 1

SWIR RADIATOR COVER N/A 1

CSP RADIATOR COVER NIA 1

MPS RADIATOR COVER N/A 1

Size code IdaNo.

A 49671 20008812

sheet 50
ASD-EW 2051 3-S9
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Table Vlla. VNIR - VSR Alignment Data
(TBD 012)

Allgnment Offset (arc-second)
(See note 1)

From TO 9X OY Oz

Instrument Boresight Instrument Mounting Plane Requirement Requirement Requirement
and Hole Pattern 225 225 225

Actual Actual Actual
TBD - ASTER TBD - ASTER TBD - ASTER

Instrument Boresight Instrument Alignment Cube TBD - ASTER TBD – ASTER TBD - ASTER

Instrument Alignment Cube Drill Template Alignment Cube TBD - ASTER TBD - ASTER TBD - ASTER

Drill Template Alignment Cube Spacecraft Master Reference TBD - MMC TBD - MMC TBD - MMC
Cube

Instrument Alignment Cube Spacecraft Master Reference TBD - MMC TBD - MMC TBD - MMC
(see note 2) Cube

Spacecraft Master Reference Spacecraft Earth Frame of TBD - MMC TBD - MMC TBD - MMC
Cube Reference

Instrument Boresight Spacecraft Earth Frame of Requirement Requirement Requirement
Reference 360 360 360

Actual Actual Actual

J!!@E!s
1) Entries are offsets between the nominal instrument and spacecraft axes as defined in Fiaure la.
2] The IAC to MRC measurement at MMC shou d be a coI nfirmation of the two previous messurements.
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Table Vllb. TIR Alignment Data
(TBD 013)

Alignment Offset (arc-second)
(See note 1)

From TO 8X @Y ez

Instrument Boresight instrument Mounting Piane Requirement Requirement Requirement
and Hoie Pattern 225 225 520

Actuai Actuai Actuai
TBD - ASTER TBD - ASTER TBD - ASTER

Instrument Boresight instrument Aiignment Cube TBD - ASTER TBD - ASTER TBD - ASTER

Instrument Aiignment Cube Driii Tempiate Aiignment Cube TBD - ASTER TBD – ASTER TBD - ASTER

Driii Tempiate Aiignment Cube Spacecraft Master Reference TBD - MMC TBD - MMC TBD - MMC
Cube

Instrument Alignment Cube Spacecraft Master Reference TBD - MMC TBD – MMC TBD - MMC
(see note 2) Cube

Spacecraft Master Reference Spacecraft Earth Frame of TBD – MMC TBD - MMC TBD - MMC
Cube Reference

instrument Boresight Spacecraft Earth Frame of Requirement Requirement Requirement
Reference 360 360 1080

Actuai Actuai Actuai

I!l!mM
ntries are offsets between the nominai instrument and spacec aft axes as def nedr i in Figure Id,

2! The AC toi MRC measureme tatn MMC shouid be a confirmation of the two twevious measurements,
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Table Vllc. SWIR Alignment Data
(TBD 014)

Alignment Offset (arc-second)
(See note 1)

From TO 0x OY Oz
InstrumentBoresight InstrumentMountingPlane Requirement Requirement Requirement

and Hole Pattern 225 225 520
Actual Actual Actual
TBD - ASTER TBD - ASTER TBD - ASTER

InstrumentBoresight InstrumentAlignmentCube TBD - ASTER TBD - ASTER TBD - ASTER

Instrument Alignment Cube Drill Template Alignment Cube TBD - ASTER TBD - ASTER TBD - ASTER

Drill Template Alignment Cube Spacecraft Master Reference TBD - MMC TBD - MMC TBD - MMC
Cube

Instrument Alignment Cube Spacecraft Master Reference TBD - MMC TBD - MMC TBD - MMC
[see note 2) Cube

Spacecraft Master Reference Spacecraft Earth Frame of TBD - MMC TBD - MMC TBD - MMC
Cube Reference

Instrument Boresight Spacecraft Earth Frame of Requirement Requirement Requirement
Reference 360 360 1080

Actual Actual Actual

!w!M
1) Entries are offsets between the nominal instrument and spacecraft axes as defined in Fiaure lc.
2! The IAC to MRC measurement at MMC should be a confirmation of the two Drevious rneas urementst
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1 INTRODUCTION

This Instrument Flight Operations Understanding

=—

(IFOU) is a statement of the EOS-
AM communitv’s understanding regarding the Clouds and the Earth’s Radiant
Energy System ‘(CERES) flight o~era~ions ~lans and requirements. The EOS-AM
CERES consists of two identically designed instruments. Each instrument will
operate independently.

This Instrument Flight Operations Understanding will be updated periodically as
requirements evolve and are further defined. Inputs are welcomed from the
In&rument Team, Flight Operations Team, EOS Ground Systems, NASA
Institutional Facilities, and the EOS-AM Project entities.

1.1 Purpose

This IFOU will be used by the Flight Operations Team
Center (EOC) support personnel in defining prelaunch
verifying operational readiness prior to launch. Requirements for specific types of
operational support will be defined and implemented consistent with this IFOU.
This IFOU will be used to ensure that instrument needs are properly reflected in
other documentation.

(FOT) and EOS Operations
preparation efforts and in

1.2 Scope

This document describes the EOS-AM Spacecraft CERES operations on-orbit and
instrument flight operations support. Interactivity with ground systems control and
interconnectivity to the EOS ground systems segment are described. Institutional
interfaces between Spacecraft, applicable ground systems and the end-user are
included. The flight operations scheduling, planning, and operations philosophy
are included. Aspects of the Earth Observing System Data and Information System
(EOSDU), as well as the external systems / facilities with which the Spacecraft flight
operations elements interface, are only addressed as required to clarify these
concepts. The focus is from the Flight Operations Team’s perspective

The understandings stated herein are explicitly subordinate to interfaces between
the CERES instruments and the EOS-AM Spacecraft, as defined in the most recent
issue of the documents listed in Section 2.

This document does not take precedence over any of the requirements,
specifications, documents or interfaces associated with the Spacecraft or affiliated
ground systems.

CERES IFOU Preliminary 1 8/23/93
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2 DOCUMENTATION

2.1 AppIicable Documents

The concept and content of this document are consistent with the documents listed
below:

(GSFC) -421-10-01
30 Oct. 1992

(GSFC) -420-03-02
08 Dec. 1992

20005396 (SEP-101)
15 May 1992

(GSFC) -421-12-12-02
Date TBD

(GSFC) -420-05-02
13 NOV. 1992

20008820
Date: TBD

Requirements Document for the EOS-AM Spacecraft

General Instrument Interface Specification

EOS-AM Spacecraft Contract End Item Specification

Unique Instrument Interface Document for CERES

Performance Assurance Requirements for the EOS-AM
Observatories

CERES Interface Control Document (ICD)

2.2 Information Documents

The following documents amplify or clarify the information presented in this
document.

20008529 (OPD-11O)
18 May 1992

EOS-DN-SE&I-010
15 May 1992

Eos-DN-sE&I-031
23 Apr. 1992

EOS-DN-C&DH-032
15 Dec. 1991

GsFc-510-3ocD/ol 91
26 Oct. 1992

20008502 (UID-101)
04 Sept. 1992
CERES IFOU Preliminary

EOS-AM Spacecraft Operations Requirements

EOS Baseline Description Document (BDD)

Command and Telemetry Requirements Analysis

Command and Telemetry Concept Definition

Earth Observing System Data and Information System
(EOSDIS) Flight Operations segment (FOS) Operations
Concept (Revision 3)

General Instrument Interface Handbook

2 8/23/93
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3. INSTRUMENT DEFINITION

The understandings regarding the CERES instruments are as follows:

3.1 Basic Description

CERES consists of two identically designed, broadband, scanning radiometers. The
two instruments are designated as CERES FORE and CERES AFT, corresponding to
their location on the Spacecraft. One instrument operates in the fixed-azimuth
mode in which it scans the Earth’s surface back and forth from limb to limb to
provide complete spatial coverage. The other operates in a biaxial mode in which
the elevation scan plane is rotated about the azimuth axis in -90° from the nominal
cross-track reference to the satellite path. This biaxial operating mode provides
angular sampling for improved angular model distribution development and error
reductions in determining Top-of-the-Atmosphere radiant fluxes. Both instruments
are capable of operating in either mode, but on] y one instrument at a time will be
operated in the biaxial mode.

Figure 1 depicts the CERES instrument elevation scan positions and limitations.
Figure 2 shows a typical cross track scan profile (Fixed Azimuth Mode) and Figure 3
shows a typical biaxial scan profile (Biaxial Mode).

CERES utilizes three broadband thermistor bolometers with spectral separation
provided by optical filters. Each of the instruments has three detector channels as
follows:

a. Shortwave channel (0.3 to 5.0 pm) measuring reflected sunlight

b. Long wave channel (8 to 12 pm) measuring Earth-emitted radiation
predominately in the atmospheric window

c. Total channel” (0.3 to 50 W)

The three detectors are coaligned and view an approximately 20 k m2 area of the
Earth surface. A 6.6 second elevation scan cycle begins with the detectors looking at
cold space on one side of the Earth. The instrument scans in elevation across the
Earth limb to cold space on the other side and back again. In the biaxial scan mode,
an instrument adds an azimuthal scan from +90° to -90° (at a rate of 4° to 6° per
second) with respect to the nominal cross-track azimuth position while continuing
the 6.6 second elevation scan cycle. This produces a “star burst” like pattern of the
detector footprint cm the Earth’s surface.

The three detectors are sampled at a 100 Hz rate, and samples are digitized to 12 bits
per sample or 3600 bits per second for the 3 sensor assemblies on an instrument.
Azimuth and elevation angles are sampled at the same rate and digitized to 16 bits.

CERES IFOU Reliminary 3 8/23/’93
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Each CERES instrument will insert ancillary data into the science data packetsit
passes to the spacecraft. Total data rate for each instrument, including other
instrument engineering data, will be approximately 8 kbps without packetization
overhead or ancillary data. The combined data rate for both CERES instruments is
approximately 18 kbps (9 kbps each), including ancillary data and packetization
overhead (- 60 Kbit packets assuming CCSDS packetization standards).

Each instrument uses relay drivers controlled by discrete commands from the
spacecraft to turn instrument power on or off. There are no provisions for
commands via the 1553 bus to turn the instrument on or off; it must be done by the
spacecraft.

The science data stream includes science data, engineering data, and housekeeping
data in packets that are nominally 56 Kb in length and transferred at approximately
9 kbps. Approximately 90 to 110 parameters are monitored. Preliminary packet
structure depicted in Figure 4. Each instrument will have its individual set of
APIDs. Details of packet transfer are defined in the Command and Data Handling
(C&DH) Interface Control Document (ICD).

,

48 bits Packet Header

64 bits Time Data

8 bits I Quick-Look Flag

<2,288
bits

Digital and Status Data

Elevation Azimuth Total Longwave Shortwave Engineering

52,800 Position Position Channel Channel Channel Data

bits
16 bits 16 bits 12 bits 12 bits 12 bits 12 bits

512
bits I Ancillary Data

Main data organized as 660 records, 10 bytes in length

FIGURE 4 SCIENCE DATA PACKET FORMAT

Each CERES instrument monitors approximately 90 to 110 parameters and outputs a
housekeeping data rate of approximately 300 bits per second. This data is not
packetized. Details of the Housekeeping data transfer are defined in the C&DH ICD.

Each CERES instrument incorporates two dedicated microprocessors: an Instrument
Control Processor to control the instrument scanning operations and manage the
interfaces to the spacecraft; and Data Acquisition Processor to manage the detector
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sampling, digitizing, and data formatting and handling operations. Instrument
operations are performed by execution of programs stored in instrument memory,
requiring only control commands issued from the spacecraft to change modes,
initiate calibration sequences, change configurations, perform diagnostics, or input
times of orbital events such as sunrise or sunset.

a.

b.

Instrument Control Rocessor (ICP) - Details of the Instrument Control
Rocessor functions are TBS. It is expected that the following functions will
nominally be included in the ICP:

●

●

●

●

●

●

●

●

●

●

●

●

Synchronize to 100 Hz sample clock
Acquire Analog-to-Digital Converter
Acquire Azimuth Position
Azimuth Control
Azimuth Brake Control
Spacecraft Bus Safe Mode Monitor
Recess Control Control Commands from Spacecraft
Acquire Data Acquisition Assembly Data (DAA)
Send DAA Commands
Packetize Instrument Data
Reset Watchdog Timer
Acquire Spacecraft Bus Time

Data Acquisition Processor (DAP) - Details of the Data Acquisition Processor
functions are TBS. It is expected that the following functions will nominally
be

●

●

●

●

●

●

●

●

●

●

●

●

●

—
included in the DAP: -

Synchronize to 100 Hz sample clock
Acquire Analog-to-Digital Converter Data
Acquire Elevation Position
Elevation Scan Control
Perform Solar Avoidance
Acquire Coarse Solar Angle
Bridge Balance Control
Temperature Control
Shortwave Internal Calibration Source Control
Cover Control
Transfer DAA Data
Process DAA Commands
Reset Watchdog Timer
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3.2 Instrument Operations

Each CERES instrument operates virtually continuously from the time that the
spacecraft sends the discrete command to relay drivers to turn on instrument
power. The Instrument Control Processor and Data Acquisition Processor boot up
automatically, go through a series of self tests and internal configurations, and
transition to a Safe Mode where the instrument will remain until a control
command is issued from the ground. Each instrument wiIl output the
approximately 9 Kbps science data stream and approximately 0.3 I@ps housekeeping
data stream continuously until power is turned off by spacecraft discrete command.

When an instrument reaches the Safe Mode after initialization, a control command
will be issued from the ground to the spacecraft, and thence via the 1553 bus to the
instrument to put it in the Standby Mode. From the Standby Mode, a control
command from the spacecraft will put an instrument in the Fixed-Azimuth
Operating Mode. This instrument will nominally continue in this mode
indefinitely, except for periodic internal calibration sequences and Solar Calibration
Modes that are initiated by control commands from the spacecraft. The second
CERES instrument will be commanded to the Biaxial Operating Mode, and
continue indefinitely in the mode, except for periodic internal calibration sequences
and Solar Calibration Modes. In addition, this biaxially operating instrument must
be commanded into a solar avoidance short scan profile twice per orbit at the time
of a sunrise or sunset event.

Commands and solar event times necessary to implement CERES instrument
operations must be loaded on a daily basis. CERES instruments operate essentially
autonomously, requiring only a relatively small number of control commands
from the spacecraft. Most commands will be time tagged for specific times, or
relative to particular spacecraft/orbital events. There ma y by need for a very
infrequent load of program code to microprocessor RAM, but this can be done
during the nominal forward link contacts. All commands and solar event data will
be loaded by the EOC during spacecraft contact periods, and according to preplanned
orbital operations. In the event that a daily update of solar event data cannot be
uplinked, the Biaxially scanning instrument will automatically default to a short
scan profile to protect the sensors from exposure to direct solar energy. Figure 5
depicts a nominal CERES operational timeline over an approximate 24 hour period.

3.2.1 Operating Modes, States and Configurations

CERES instrument operating modes, along with data rates, are identified and
summarized in Table I. Operational “modes” characterize the instrument and its
capabilities at given times. Within a given mode, a CERES instrument may operate
in different “configurations”. For example, an instrument may operate in the
“cross-track configuration” within the Fixed-Azimuth Mode. In addition, within a
given mode or configuration, there maybe different “states” of some categories of
subsystems or components. For example, the Elevation Gimbal Assembly may be
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operated in the normal “Earth scan profile” state or the “short Earth scan profile”
state; or the Shortwave Internal Calibration Sources can be in an “on” or “off” state
when the instrument is in the Internal Calibration configuration of either the
Fixed-himuth Operating Mode or the Biaxial Operating Mode. While some state
change commands and some configuration command sequences will be stored in
instrument RAM, almost all control commands required to change modes or
initiate configuration command sequences will be stor;d in the Space&aft Controls
Computer (SCC) for time-tagged execution. There may be some small number of
real time control commands issued from the EOC.

TABLE I CERES OPERATING MODES—.————— ————. .

OPEIWTING MODE
DATA RATE

(EACH INSTRUMENT) HOUSE-
COMMENTS

SCIENCE KEEPING

Fued fiimuth 9 kbps 1 kbps
Scans back and forth across the Earth,

Operating Mode pauses to view space on either side.

Biaxial Adds an azimuth oscillation while

Operating Mode
9 kbps 1 kbps simultaneously scanning in elevation.

Sotar Calibration
Mode

9 kbps 1 kbps Expected tooccur-once per2weeks.

Launch Mode o 0 Power off

Survival (off) Mode o 0 Operationat power off. Survival power on.

Initialization Mode 9 kbps 1 kbps
Operational power on. Data buses active.

(Goes to Safe Mode automatically)

Standby Mode 9 kbps
Telemetry active. Commands accepted.

1 kbps Operationally ready.

Telemetry active. Requires real-time
Safe Mode 9 kpbs 1 kpbs ground command to transition to

Standby Mode or Diagnostic Mode

Memory loads or dumps accepted.

Diagnostic Mode
Scan tables loads accepted.

9 kpbs 1 kpbs Internal command seq, loads accepted.
Special diagnostic loads/actions accepted.

(TBD)
Goes to%fe Mode by command.
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The following are brief descriptions of CERES instrument modes, and
configurations:

a.

h

Fixed Azimuth Operating Mode - In this mode, the azimuth gimbal is held
fixed at a constant azimuth angle while the elevation gimbal starts from an
18° space look angle on one side of the Earth and scans across the Earth
surface to space on the other side. After a brief pause to look at internal
calibration sources, the instrument scans back across Earth to the 18° space
cycle again. This basic scan cycle repeats every 6.6 seconds on a continuing
basis except for periodic internal calibration and solar calibration sequences.

Cross-Track Configuration - One of the configurations within the Fixed
Azimuth Operating Mode is defined with the Azimuth Gimbal Assembly
fixed at an angle which aligns the track of the field of view (FOV) footprint on
the Earth’s surface at approximately 90° with respect to the track of the
sub satellite point on the Earth’s surface while the Elevation Gimbal
Assembly continues to operate in the basic scan profile described above.
Hence the term “Cross-Track” Configuration.

Internal Calibration - At approximately one to two week intervals, each
CERES instrument will perform an internal calibration sequence. This is an
instrument internally stored sequence that is performed during both the
above described Fixed-Azimuth Operating Mode or the following described
Biaxial Operating Mode. The instrument does not transition to a separate
operating mode, but rather performs the Internal Calibration Sequence
within the two normal modes mentioned. It does however, require a
Spacecraft issued control command to initiate the internally stored sequence.
During its normal scan modes, the instrument detectors view a blackbody
calibration source and the Shortwave internal Calibration Source (SWICS).
During the calibration sequence, the temperature of the blackbody source and
the SWICS stored sequence.

Biaxial Operating Mode - In this mode, the Elevation Gimbal Assembly
continues to perform the nominal elevation scan profile described above,
while the Azimuth Gimbal Assembly scans through an azimuth angle profile
(Hence the term “Biaxial”). The nominal (stored) profile starts from 0° (which
is aligned with the +Y instrument axis) and scans through a 180° azimuth
angle and back again. This azimuth scan rate can be varied from 4° per second
to 6° per second by uplink command from the EOC, but the nominal (default)
rate is 6°. The limits of the azimuth scan profile can also be changed by
commands uplinked from the EOC.

Short Earth Scan Profile - When a CERES instrument is operating in the
Biaxial Mode, the sensors are likely to look directly at the sun when the sun
is near the Earth limb, as will happen at every orbital sunrise and sunset. To

CERES IFOU Preliminary 12 8/23D3



prevent the sensors looking at
ina “ShortE arthS canProfile”

20043113

26 August 1993

=—
the full sun, the instrument can be placed
in which the elevation gimbal scan is stopped

short of reaching the Earth limb during that range of ~imuth gimbal ar@es
that would cause the sensors to look directly at the sun if the nominal
elevation scan motion were continued. Normally, solar event times and
angles will be uplinked on a daily basis from the EOC, and the biaxially
operating instrument will be commanded into the “short Earth Scan Profile”
state using stored commands based on the solar event data. As a backup, solar
presence sensors on each side of the instrument will sense the sun’s presence
before it enters the FOV of the sensors and triggers an internally stored
command that will change the instrument to the “Short Earth Scan Profile”
state automatically. In the event that solar event data cannot be uplinked at
the planned daily spacecraft uplink contact, the biaxially operating
instrument will default to the “Short Earth Scan Profile” state when it
reaches the end of the last uplinked solar event table. Note that it is not
necessary for an instrument operating in the nominal “Cross-Track”
Configuration to be placed in the “Short Earth Scan Profile” state because a
sunrise or sunset event does not occur at that azimuth angular position.

Solar Calibration Mode - Each CERES instrument will be commanded to
this mode at approximately two week intervals by Spacecraft issued
command. The instrument will perform an internally stored sequence of
commands to position the detectors to an internal position so that they will
see solar energy that has entered via a path through the Mirror Attenuator
Mosaic (MAM). The MAM reduces the intensity to a level that will not
damage the detectors, but will fall within their responsitivity range. The
azimuth drive assembly will position the instrument so that the sun will
move through the MAM field of view at either sunrise or sunset without
having to track the sun. This solar calibration mode will require that updated
solar position data be sent to the instrument from the EOC prior to being
commanded to this mode. Output data rates will remain the same as for a
scanning mode, but specific content of the data content will be changed to
reflect the different mode of operation. The instrument can be commanded
into the Solar Calibration Mode from the Fixed Azimuth Operation Mode,
the Biaxial Operation Mode, or the Standby Mode. At the end of the stored
sequences that are performed during the Solar Calibration Mode, the
instrument automatically transitions to the Standby Mode without having to
send a Spacecraft command. This protects the instrument against possibly
scanning the full solar intensity in the event a command could not be issued
to put it back into one of the normal scanning modes before another sunrise
or sunset event.

Launch Mode - Both CERES instruments will be in a Launch Mode for
Spacecraft launch and orbital insertion, and will have the following
attributes while in this mode:
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. All power off

. Azimuth Gimbal Assembly in detent position with brake caged
● Elevation Gimbal Assembly in stowed position
Q Covers closed
. Survival heaters off
. Will transition to Survival Mode automatically when survival Spacecraft

bus is turned on

e. Survival Mode - CERES instruments will be in the Survival Mode anytime
Spacecraft Power is turned off and Spacecraft survival power is on. The
instruments will have the following attributes when in the Survival
Mode:

● Operational Power off; survival power on
● Covers will be open or closed (depending on the mode the instrument

was in prior to transition to Survival Mode)
● Elevation Gimbal Assembly in stowed position
. Azimuth Gimbal Assembly in either the detent position with brake caged,

or arbitrary position with brake applied (depends on mode from which the
instrument entered the Survival Mode)

Q Instrument will automatically transition to the Initialization Mode when
the Spacecraft turns instrument operating power on

NOTE: The CERES instruments will initiate an internal stow sequence and enter
the Survival Mode at anytime the instrument receives any of the predefine
indicators from the Spacecraft that the Spacecraft is about to enter either Spacecraft
Survival Mode or Spacecrajl Safe Mode.

f Initialization Mode - When the Spacecraft turns CERES instrument power
on, the instrument automatically transitions to an Initialization Mode and
runs an internally stored initialization and checkout sequence. The
instruments have the following attributes when going through the
Initialization Mode:

“ Operational power is on
● Data buses are active
● Internally stored diagnostic and setup sequences run automatically
“ Elevation drive in stowed position
● Azimuth Gimbal assembly in whatever state was present when

instrument was in Survival Mode
c Automatically transitions to Safe Mode when checkout and initialization

sequences are completed

& Safe Mode- When the instrument is first powered up by Spacecraft discrete
command, checkout and initialization sequences are run, the instrument
automatically transitions to a Safe Mode. It wiIl remain in this Safe Mode

CERES IF(XJ Preliminary 14 8/23/93



20043113

26 August 1993

=—
until a real-time ground command is received to command it to either the
Standby Mode or the Diagnostic Mode. An instrument can also enter Safe
Mode from any of the normal operating modes in response to a Spacecraft
issued command, an internal command generated in response to an
anomaly, or loss of the discrete “Im OK” signal from the Spacecraft Controls
Computer. CERES will transition from the Safe Mode back to Survival Mode
when the Spacecraft turns instrument power off via a Spacecraft discrete
command. In the event of an unannounced loss of the main instrument
power buses, the CERES instruments will transition to the Survival Mode
directly without going through the Safe Mode, but there is no assurance that
the instrument will be in a configuration that wili prevent possible damage
to detectors from accidental exposure to full intensity solar radiation. When
the Spacecraft must make an emergency, but announced, shutdown of
instrument power buses, CERES can transition to Safe Mode in less that 5
seconds so that power can be removed and transition made to Survival Mode
that assures protection of the instrument against detector damage from full-
intensity, direct, solar energy. CERES will have the following attributes when
in the Safe Mode:

“ Science and Housekeeping data outputs continue at normal rates
s Elevation Gimbal in stow position
“ Azimuth Gimbal Assembly will be caged if entering Safe Mode for the

first time after initial post-launch power up, or stopped with brake
applied when entering Safe Mode from another operating mode.

● Azimuth angle will be at the launch position when entering Safe Mode
after first power up, or random depending on the operating mode from
which the instrument entered Safe Mode.

“ Can be commanded to Standby Mode or to Diagnostic Mode only by
real-time ground command.

● Can transition to Survival Mode by Spacecraft discrete command to
turn off instrument main power.

“ Covers will be open or closed depending on transition to Safe Mode.

NOTE Present plans call for covers to be left in open position once they

h.

have been opened _during the post-kmch initialization and set up period.
CERES covers will not be closed unless an anomaly occurs which makes
it prudent to add additional protection for the instrument. At the present
time, Spacecrajl transitions to Delta-V Mode, Safe Mode and Smvival
Mode are not considered such an anomaly.

Standby Mode - CERES instruments can transition to Standby Mode from
Safe Made only by real-time ground command. Transition from normal
scanning modes is achieved via Spacecraft issued command. Transition from
the Solar Calibration Mode is automatically initiated at completion of the
stored sequences performed during the calibration activity. CERES must be in
Standby Mode when covers are opened for the first time. The following
attributes are included while instruments are in Standby Mode
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s Saence and housekeeping data streams are active at the nominal rates
. Instrument operationally ready for most control commands
. Covers are nominally open (after being opened for the first time)
. Azimuth Gimbal position is arbitrary, but stationary
● Elevation Gimbal in stow position
. Transitions to Fixed-Azimuth Operating Mode, Biaxial Operating Mode,

Solar Calibration Mode, or Safe Mode by ground command

L Diagnostic Mode - CERES instruments can only enter Diagnostic Mode
from Safe Mode, and only in response to a Spacecraft or Ground command.
An instrument must be in this mode to run certain diagnostic or
troubleshooting sequences to support anomaly evaluations. Memory dumps
or software up-loads to CPU IL4M must be done with the instrument in this
mode. The following attributes are included when CERES is in the Diagnostic
Mode:

●

●

●

●

●

●

●

●

Science and housekeeping data rates continue at nominal rates, but
speafic content of science packets may be changed
Memory dump or IU4M load commands are accepted
Scan table loads are accepted
Special diagnostic loads or actions are accepted
Elevation Gimbal may be stowed or operated for diagnostics
Azimuth Gimbal may be stopped or operated for diagnostics
Brake may be applied or off
Transitions to Safe Mode by command

3.2.2 Microprocessor Operation

Each CERES instrument uses two microprocessors in its operation. An Instrument
Control Processor (ICP) controls the instrument scanning operations and manages
the interfaces to the Spacecraft. A Data Acquisition Processor (DAP) manages
detector sampling, digitizing of data, data formatting, and data handling operations.
(More processor description is provided in section 3.1.) Both microprocessors must
operate in a continuous and interactive manner. A watchdog timer is used as an
operational check between the two; if for any reason one processor fails to respond
to the watchdog timeout, the other processor will command the instrument to the
Safe Mode to secure the instrument until troubleshooting can be done.

Flight operations software is stored in CPU accessible ROM, including all internal
sequences required to perform all instrument operations. During flight operations,
the microprocessors may require occasional dumping to verify proper operations or
to troubleshoot an anomaly. When a CERES instrument is powered up by the
Spacecraft, part of the checkout and initialization process is to load instrument
operational software from ROM to RAM. There is a core operating system for each
processor that must boot up and load in RAM in order for the instrument to
operate. If an anomaly occurs within software that does the nominal
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operations, data acquisition, housekeeping, and spacecraft interface functions, the
instrument is designed to allow upload of this software directly to MM while the
instrument is in the Diagnostic Mode. The instrument would continue to use that
RAM resident software until it is powered off by the spacecraft, or another software
upload is done. If the instrument is powered off by the spacecraft and then back on,
it will boot up and initialize using the ROM resident software. Any software patches
that have been made prior to the power down/power up will have to be uploaded
again.

Flight software will be burned into ROM chips and and installed in the instrument
prior to delivery to Martin Marietta for Spacecraft level integration and test (I&T). If
changes to stored sequences are required to facilitate I&T procedures or tests, these
changes will be loaded into WUvl in the same manner that changes would be loaded
during orbital operations. It is the intention of the CERES developer that CERES
instruments be launched with all flight software sequences stored in instrument
internal ROM, so that no software loads will be required during the launch
operations or the initial orbital configuration process.

Microprocessor uploads will he done via the Spacecraft Command and Data
Handling subsystem and the 1553 bus. Upload procedures and information is TBS.

Microprocessor dumps will be done via the usual packetized, 1553 science data
stream. Dump procedures and information is TBS.

3.2.3 Instrument Commands

CERES instruments operate primarily from internally stored sequences. Most
Spacecraft issued commands are control commands that initiate internally stored
sequences that will change and/or implement instrument operational modes, set
up specific configurations or states, perform internal calibration sequences, and
perform certain instrument diagnostics. Most SCC commands to CERES
instruments will be uploaded on a daily basis and stored in the SCC to be issued as
time-tagged commands, The CERES instruments do not have the capability to store
commands internally for later execution. The CERES instruments execute all
commands from the SCC as soon as they are issued.

Commands to place the biaxially scanning instrument into Short Earth Scan Profile
at the time of sunrise and sunset events are normally issued as time-tagged (or
scheduled), stored commands. However, these commands also require uplink of
times and angular positions of sunrise and sunset events on a daily basis. There is
built in internal checks for the currency of this data. In addition, as a backup safety
feature, solar presence sensors, one on either side of each instrument, will detect the
sun’s presence and trigger an internally stored sequence that will implement the
Short Earth Scan Profile.
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Real time commanding is not planned as a routi~= operation. However,

instrument critical, contingency, or emergency operations may require occasional
real time commanding. Troubleshooting anomalies would probably be initiated via
a real time command. As presently designed, it is planned that CERES could be
commanded out of the Safe Mode only by real time command from the ground.

3.2.4 Instrument Telemetry

Specific CERES instrument telemetry processing requirements are defined in
Appendix III.

3.2.4.1 Science Data

Speafic CERES instrument science data processing requirements are defined in
Appendix III.

3.2.4.2 Engineering Data

Speafic CERES instrument engineering data processing requirements are defined in
Appendix III.

3.2.4.3 Housekeeping Data

CERES instrument housekeeping
for the following applications:

data will be used by the Flight Operations Team

a. Monitor health, safety, and performance of the instruments
b. Verify execution of critical commands
c. Observe responses to commands or input data

Specific CERES instrument housekeeping data processing requirements are defined
in Appendix III.

3.2.5 Bus Data Unit

CERES instruments will not have a dedicated BDU, but will have discrete interface
points from a shared BDU as follows:

CERES CERES
TYPE FORE AFT

Relay Drives 9 9

Bi-Level 4 4

Passive Analog 8 8
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3.2.6 Operating Constraints

A constraint is a Imitation on the operation of the Spacecraft
in order to protect or prevent compromise of mission goals.

3.2.6.1 Categories of ConstraintlRestraints

Bus and instruments

Constraints have been defined into the following six categories based upon the
implications of violating those constraints:

Mission Critical (MC) - Those constraints which prevent permanent loss of a
system, subsystem, or a component which would cause the termination of
the mission. The damage to the hardware can be due to anything from a one
time event to improper usage over an extended period of time.

Hardware Critical (HC) - Those constraints which prevent permanent loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can not be made. The damage to the hardware can be due to anything from a
one time event to improper usage over an extended period of time. (e.g. Loss
of either CERES instrument would fall into this category.)

Configuration Critical (CC) - Those constraints which prevent the loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can be made by switching to redundant hardware.

Data Critical (DC) - Those constraints which prevent permanent loss or
corruption of a particular set of data, either command or telemetry.

Temporary Data Loss (TL) - Loss or corruption of data, either command or
telemetry, that can be regained.

Operational Restriction (OR) - Guidelines for procedures when a number of
possible operational options exist or information relevant to the proper
operation of the Spacecraft.

3.2.6.2 CERES Operating Constraints

a. Initial activation of CERES instruments shall be performed during
real-time contacts with the Spacecraft.

b. CERES instrument contamination covers shall not be opened until TBD
days after spacecraft orbit insertion.

c. Instrument survival power shall be turned on within TBD (hours or days)
after Spacecraft orbit insertion.

-- CERES IFOU Preliminary 19 8/23/93
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The Spacecraft shall provide each CERES instrument a 5
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second advance
warni~g of control pbwer down of main instrument power buses.

Only a real-time ground command will be used to command a CERES
instrument out of the Safe Mode.

Only one CERES instrument will be commanded to the Biaxial Operating
Mode at a time; however either instrument can be the biaxially scanning
instrument since both are deigned with identical capabilities.

Instrument Activation

Both CERES instruments will be powered off during launch. Survival power will be
turned on by the Spacecraft within TBD (hours or days) of Spacecraft orbit
activation. Each CERES instrument, CERES FORE and CERES AFT, will have its
on unique command designators and completely independent telemetry outputs.

The CERES instruments, CERES FORE and CERES AFT, will be powered up and
checked out independently during the Spacecraft Operational Initialization Mission
Phase. When powered up by Spacecraft discrete command, each CERES instrument
will go through an automatic, internally stored, checkout and initialization
procedure. When this internal initialization procedure is complete, the instrument
will automatically transition to the Safe Mode where it will hold until a real time
ground command is received to command it to either the Diagnostic Mode or the
Standby Mode. Under nominal conditions, the instrument will be commanded to
the Standby Mode where it can be configured for cover opening.

Procedure for cover check-out and opening is TBS.

Once an instruments covers have been opened and temperatures allowed to
stabilize, the instrument can be configured and commanded to a normal operating
mode, where it will operate continuously until commanded to a different mode.
Detailed procedures and commands for the initial operational modes are TBS.
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4 OPERATIONAL SYSTEM DEFINITION

The understandings regarding operation of the EOS-AM Spacecraft and ground
systern, as each relates to instrument operation, are as follows:

41 Spacecraft Bus

The EOS-AM Spacecraft Bus provides the
observations, and provides the environment
instrument operability.

platform for science instrument
and services necessary to sustain

The EOS-AM Spacecraft mission can be described by seven mission phases. Each
mission phase represents a predefined period during which a set of interrelated
operations and activities are performed. The primary activities associated with these
mission phases are:

a.

b.

c.

d.

e.

f.

g“

Prelaunch – Launch readiness of the Spacecraft, launch vehicle, and
associated ground elements is established and verified.

Launch / Ascent -- The launch vehicle places the Spacecraft in the
injection orbit and the Spacecraft senses separation from the launch
vehicle.

Orbit Acquisition Initialization – A positive Spacecraft energy balance and a
S-Band communications link is established. A stable earth-oriented attitude
is attained.

Orbit Acquisition -- The Spacecraft performs the maneuvers necessary to
achieve operational orbit. These maneuvers are designed by the cognizant
operations elements and initiated by ground command under Flight
Operations Team control.

Operational Initialization - The Spacecraft operational orbit is acquired. A
complete housekeeping and instrument equipment checkout is performed by
the Flight Operations Team with technical direction from the Spacecraft Bus
contractor and the instrument PIs or delegates. A fully operational Spacecraft
state is established.

Operational - The Flight Operations Team is responsible for conducting
Spacecraft operations. Proper Spacecraft orbit is maintained and full resources
to the instruments are provided during the saence mode.

End of Mission - Upon decision to end the Spacecraft mission, the
Spacecraft is placed in a dormant state and permitted to experience a normal
orbit decay to re-entry into the Earth’s atmosphere.
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Figure 6 depicts a top-level flow of the EO$AM Spacecraft mission phases.
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FIGURE 6 EOS-AM SPACECRAFT MISSION I’HASIiS
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4.1.1 Command and Telemetry Systems

The Spacecraft Bus command system provides the primary means of controlling the
Spacecraft and instrument operations while in orbit. The Spacecraft Bus telemetry
system provides the means for monitoring Spacecraft status, health and safety, and
for acquiring/storing and retrieving EOS-AM science data. Command and telemetry
systems hardware also generates and distributes timing signals, and produces the
relative time code which appears within the telemetry format.

During normal operations, 150 Mbps saence playback data (when commanded) and
16 kbps real-time housekeeping telemetry data is transmitted throughout each
Spacecraft/TDRSS contact. 10 kbps command capability is available to handle uplink
transmissions. The other Spacecraft Bus command and telemetry link capabilities
are shown in Figure 7 (Uplink Paths) and Figure 8 (Downlink Paths). Commands
may be preloaded into the SCC and issued by the stored command capability at
designated times. Repetitive sequences of commands maybe stored within the SCC
and activated by an initiate command to reduce command transmission and storage
volume. -

SERVICE SPACECRAFT DATA REMARKS
ANTENNA RATE

SSA HIGH GAIN 10 Kbps
NORMAL COMMAND OPERATIONS

HIGH-RATE COMMANDS

SMA I HtGH GAIN I 1 Kbps I
LOW-RATE COMMANDS
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VERY LOW-RATE COMMANDS

DShUGNAfVOTS I OMNI I I2 Kbfx EMERGENCY

SSA = S-BAND SINGLE ACCESS DSN = DEEP SPACE NETWORK

SMA = S-BAND MULTIPLE ACCESS GN = GROUND NEIWORK
WOTS = WALLOPS ORBITAL

TRACKING STATION
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The Direct Access System (DAS) provides for direct-to-user downlink of saence data
via the X-band transmission system which is independent of the High Gain
Antenna (HGA). A summary of Spacecraft downlink services, including the DAS,
is shown in Figure 8 (Downlink Paths).

Normal operation will be to configure the DAS for continuous operation in the
Direct Broadcast (DB) mode, providing uninterrupted output of real-time MODIS
science data along the orbital path. When scheduled by the EOC, the DAS Direct
Broadcast/Direct Downlink (DB/DDL) mode will provide direct-to-user ASTER
science data on the X-Band Q channel, in addition to the MODIS data on the X-Band
I channel.

The DAS Direct Playback (Dl?) mode is considered an emergency mode and will be
used only in the event the Solid State Recorder (SSR) science data cannot be played
back through the HGA.

The EOC scheduling function will coordinate DAS operations with the user ground
stations. The Spacecraft DAS services will be managed via the SCC stored
command and Relative Tme Command Sequence (RTCS) capability.

4.1.2 Spacecraft Controls Computer

The Spacecraft Controls Computer (SCC) provides the hardware, software and
firmware support for control of on-board operational processes.

Specific requirements for interaction between SCC functions and instrument
operation are defined in Appendix I.

4.1.2.1 Spacecraft Controls Computer Description

There are redundant SCCS, each of which hosts the firmware to provide SCC
initialization functions. Both SCCS can be simultaneously powered and host the
full software load but only one SCC can be active at any time. Once loaded, the
active SCC software provides a real-time Operating System and supports the
execution of application software for the Spacecraft subsystems and instruments.
The SCC provides a number of application software services to maintain Spacecraft
and instrument operability.

a. The SCC Operating System/Executive is a standardized operating system
which supports the execution of the SCC applications software and
manages the SCC resources (1/0, scheduling, memory management, timing).
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c.

d.

The Command, Telemetry
SCC-resident software and

1.

2.

3.

4.

5.

6.

7.
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and Control (CT&C) application
provides the following services:
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interfaces with all

Validation and distribution of ground commands for SCC applications
software execution.

Performs system level Fault Detection, Isolation and Recovery (FDIR).
The FDIR software resides in the SCC applications programs and in the
Telemetry Monitor (TMON).

Storage and processing of Absolute Time Commands (ATO and Relative
Time Command Sequences (RTCS).

Sequencing control of SCC-issued subsystem and instrument commands
(Absolute-time stored commands, Relative-time stored commands,
closed-loop control commands and FDIR commands).

Performs Spacecraft Time management, and provides for generation
and distribution of the SCC Time of Day (TOD) information to the

instruments.

Collects SCC telemetry for inclusion in the downlinked telemetry
stream.

Collects, formats
the Command &

and distributes
Telemetry Bus.

Ancillary data to the instruments via

The Attitude Determination and Control (ADAC) application software
provides software to acquire and maintain Spacecr~~ attitude within the
accuracy limits necessary for instrument operation. The ADAC application
provides control of the Solar Array Drive and High Gain Antema via closed-
loop control and FDIR commands.

The Navigation (NAV) software performs Spacecraft orbit determination and
control. NAV provides position and vector information to the ADAC. NAV
also provides telemetry data, Doppler compensation information, closed-
loop control and FDIR commands.
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e.

f.

The Thermal Monitor and Control Software (TMCS) provides autonomous
control of the active Spacecraft thermal control elements [Heater Controller
Electronics (HCEs) and Capillary Pump Heat Transport System (CM-ITS)] to
maintain the Spacecraft bus and instrument temperatures within allowable
operational limits. The TMCS provides telemetry data, closed-loop control
and FDIR commands.

The Power Monitor and Control Software (PMCS) provides autonomous
control of the Electrical Power System (EPS), includkg battery charge control
and automatic load shedding. The PMCS provides telemetry data, closed-
loop control commands and FDIR commands.

The Telemetry Monitor (TMON) will be used to monitor critical Spacecraft bus and
instrument telemetry. TMON provides the on-board capability to monitor
spacecraft housekeeping data and SCC memory and to initiate autonomous action
when predefined anomalous conditions occur. TMON has the capability to mask
out telemetry information, perform logical operations on the telemetry
information and compare the results to predefined values. If specific anomalous
conditions occur, TMON will trigger predetermined actions which may be 1) no
action, 2) issue a spacecraft command, or 3) issue a command to activate a Relative
Time Command Sequence (RTCS). When a TMON action is triggered, a message
will be inserted in the spacecraft activity log which will speafically define the action
taken. TMON is table-driven via the telemetry monitor tables, which are ground-
controllable. Each TMON function may be individually enabled or disabled by
ground command. Each TMON function may also be inhibited from issuing its
predetermined commands, while still being allowed to perform its comparison
check and notify the activity log if an anomalous condition is detected.

The Fault Detection, Isolation and Recovery (FDIR) system is designed to
autonomously reconfigure the Spacecraft in response to predefined survival-critical
hardware or software failures. The intent of the FDIR is to minimize autonomous
switching, while protecting the Spacecraft Bus and instruments and providing those
services required for survival. Anomalies which are not time critical will be
resolved by ground intervention rather than FDIR action. Most of the FDIR
software resides in the SCC application software programs. FDIR utilizes the TMON
software to perform simple, table-driven FDIR functions.

The FDIR system monitors the state of various Spacecraft hardware and software
functions, determines fault occurrence and generates fault recovery commands to
the Spacecraft. When necessary, the FDIR controls the Spacecraft entry into Safe
Mode and Survival Mode. Since the SCC may not be functional during these
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modes, some FDIR functions are distributed in hardware throughout the Spacecraft.
If the SCC is non-functional, stored command and RTCS operation will also be
interrupted. Safe Mode and Survival Mode recovery will be accomplished only by
ground command.

4.1.2.2 Spacecraft Controls Computer Operation

During normal flight operations a SCC stored command table memory load will be
performed once per day with the list of Absolute ‘13me Commands (ATC) and
associated time tags necessary to perform Spacecraft operations for the next 24
hours. Figure 9 shows the stored command structure.

Absolute Time Stored Command

1 3

1 1 I I
I I I

I
Time Tag II nhibit Cmd Destinaaon I Cmd word I Cmdword

UP m 8 (TBD) commandsmaY
have same time tag
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FIGURE 9 ABSOLUTE TIME STORED COMMAND STRUCI’U’RE
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The SCC will distribute each stored command to the appropriate spacecraft or
instrument subs ystem when the time tag matches the Spacecraft time. The

command time tag resolution is 1.024 seconds. The SCC has the capability to accept,
store and distribute up to 3000 stored commands. Each stored command has an
associated inhibit identifier by which the SCC identifies the functional group to
which the command belongs. All commands in a functional command group (as
determined by the SCC inhibit table) may be inhibited from execution by either
ground command or FDIR/TMON generated command. Figure 10 depicts stored
command operation. Stored command loads will be planned to occur at least 6
hours prior to the end of the last stored command load, so there may be up to 30
hours of Spacecraft commands in the stored command table at that time. Specific
stored-command requirements for instrument operation are defined in Appendix I.

Absolute Time Stored Command
Example

Spacecraft Clock Command
is

//

not inhibited
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FIGURE 10 ABSOLUTE TIME STORED COM MAND OPERATION
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known as Relative Time CommandDuring flight operations, groups of commands
Seauences (RTCSS) will be used to provide at least 128 SCC-resident predefined—

co~mand sequences. Each RTCS his an associated RTCS sequence number, an
inhibit ID, and up to 16 Relative Time Commands with associated relative time
tags. Figure 11 illustrates the RTCS structure. RTCSS may be executed by ground
command, stored command, SCC (FDIR/TMON) generated command or by another
Relative Time Command. The relative time tag assoaated with each command
defines the time delay relative to the previously dispatched command. Relative
time tags have a resolution of 1.024 seconds. Each RTCS will have an associated
inhibit identifier by which the RTCS may be inhibited from execution by ground
command or FDIR/TMON generated command. No inhibit identifier will be
provided for individual commands within the RTCS. Multiple RTCSS may be
active at the same time.

Relative Time Sequence Commands
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RTCSS will be loaded into the SCC via ground comm”=nd and will remain in the
SCC memory until removed or over written by ground command. They do not
require reloading on a regular basis. RTCSS will be used to perform repetitive

functions on-board the Spacecraft (thus reducing the number of stored commands
required), and as a command resource for the TMON/FDIR software.

Specialized RTCSS may be loaded, particularly during the Launch through
Operational Initialization Mission Phases, for such time-critical operations as solar.
array release and deployment in order to minimize the need for ground control.
These RTCSS will be deleted and/or replaced for normal operations.

Figure 12 depicts RTCS operation.
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4.1.3 Command and Telemetry Interface Unit

The Command and Telemetry Interface Unit (cm) is a central component for
command and telemetry processing. The CTIU provides the processing and routing
of command and telemetry data between the ground system, the Spacecraft Controls
Computer and the Spacecraft instruments and housekeeping systems. The CTILJ
provides the following spacecraft services:

a.

b.

c.

d.

There

Uplink command decoding, processing, and distribution within the
spacecraft.

Collection and formatting of spacecraft housekeeping and ancillary data in
preparation for mass storage or immediate downlink.

Spacecraft command, telemetry and closed-loop interfaces to the Spacecraft
Controls Computer (SCC).

Maintenance and distribution of Spacecraft Time and reference frequencies
within the spacecraft including the coordination of Spacecraft Time with
ground timing and ranging systems.

are two redundant CTIUS, only one of which is active at any time and which
acts as the Command and Telemetry -(C&T) bus controller. The otfier cm is a ‘hot
standby’ and acts as a Remote Terminal (RT). Both C’TIUS are always powered when
the Spacecraft is powered. Both the active and standby CTIUS can receive and
execute uplinked C’ITU-specific commands.

The active CTIU receives commands and command data from the ground via the S-
Band Transponder, in addition to FDIR commands , closed-loop commands, and
Absolute-time and Relative- time stored commands from the Spacecraft Controls
Computer. CTILJ-specific commands are executed immediately, while SCC-specific
commands and command data (SCC table, software or stored command loads) are
transferred to the SCC via the CTIU-to-SCC serial interface. The CTIU processes
and distributes all other command data (Spacecraft or instrument commands and
microprocessor loads) to the appropriate subsystem or instrument via the C&T bus.
Since the SCC may be inoperative when the Spacecraft is in safe mode, only the
CTIU processes real-time ground commands. Figure 13 illustrates the CTIU
command processing flow.
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The CTIU receives Spacecraft subsystem and instrument telemetry via the C&T bus
and the Bus Data Units (BDU). The CTIU formats the telemetry data for output to
the Solid State Recorder (SSR) and/or the S-Band Transponder- Figure 14 ‘hews

the CTIU telemetry processing flow.
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The active C’HLJ also provides the Spacecraft master ‘~ock and time services. The “
Master Oscillator (MO) provides the frequency reference signals to the S-Band

transponder and CTIU with a frequency accuracy of 1 part in 108.

The CTIU propagates the master Spacecraft Clock using the MO frequency reference.
The difference between the Spacecraft Clock and Universal ‘IIme Code (LJTC)is the
Clock error, which will grow due to the time-integrated effect of MO frequency
errors. The Clock error must be periodically measured, and must be corrected when
it approaches 30 milliseconds. The CTIU supports the accurate measurement of the
Clock error via the ground based NASA User Spacecraft Clock Calibration System
(USCCS). The USCCS is a distributed system using TDRSS White Sands Ground
Terminal (WSGT), Network Control Center (NCC), EOS Data and Operations
System (EDOS), EOC, and the on-board transponder to determine and correct the
Spacecraft Clock error. USCCS software is required in the EOC to process the
information and provide the on-board clock bias. The USCCS system currently
guarantees calibration accuracy of +/-5 microseconds with respect to UTC. It is
anticipated that EOC would request a clock calibration as often as once per day, and
will update the Clock bias as necessary to maintain 10 microsecond accuracy.

The Spacecraft Clock may be set and adjusted either by ground command or from
SCC-resident software. Both initialization and delta-time (fine adjustment)
commands are supported. Clock initialization commands generally cause service
interruption in the navigation system and will be used only for system
initialization and failure recovery. Delta-time adjustment commands may be
executed with a 1 microsecond accuracy and cause minimal disturbance to the
system for short periods of time. Delta-time adjustments will be used for clock
adjustments when necessary. Clock adjustment and bias update operations will be
scheduled to provide minimum perturbation to instrument operations. The EOC
FOT will provide coordination of all clock adjustments and bias updates and
notification of all users of time-tagged Spacecraft data, as required.

The CTIU also provides two separate time and synchronization services :
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a. The Standard Time (ST) service provides moderate accuracy synchronization
and Time Of Day (TOD) information in support of Spacecraft housekeeping
functions. In general, Spacecraft functions (except for navigation) do not
require knowledge of Coordinated Universal Time Code (UTC), but some
functions such as stored command processing do require Time Of Day (TOD)
knowledge.
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b. The Precise Time (PT) service delivers high accuracy~figh precision time data
to the saence instruments and the on-board navigation function, which have
more stringent accuracy requirements. The instruments require an on-board
time reference accurate to within 100 microseconds relative to UTC. The
desired accuracy for navigation measurement data time tagging is +/-10
microseconds.

4.1.4 Saence Formatting Equipment

The Science Formatting Equipment (SFE) is part of the high-rate data handling
system for the Spacecraft. The major function of the SFE is to internally route
science data from the SSR, High Rate instrument and Low Rate Science Bus input
ports to the appropriate SSR, KSA and DAS modulator output ports. Data routing
in the SFE consists of processing the asynchronous packetized input data and
transferring the data, in the proper format, to the KSA and/or DAS modulators Or
to the SSR output (record) port at data rates up to 150 Mbps.

The SFE is fully redundant, including the buses, the bus controllers, and the
internally cross-strapped input and output ports. The SFE generates all internally
used frequenaes.

The SFE input interfaces are defined as follows:

a.

b.

c.

d.

The Low Rate Science Bus provides for up to 6 remote terminals including the
instruments and the 2 C’ITLJS. The Low Rate Science Bus will carry telemetry
data, anallary data, and low rate saence instrument (CERES and MOl?IIT) data
with a maximum aggregate input data rate of 200 kbps. The SFE will control the
Low Rate Science Bus via two Bus Controllers, only one of which will be active
at any given time.

Each of the SFE High Rate serial input ports will accept variable size packets of
science data at up to 50 Mbps from the high rate data Instruments.

The SFE will receive SSR playback data on two redundant ports, only one of
which will be active at any time. The data rate for the active port will be
selectable at O, 105 or 150 Wps.

The BDU interface provides control of the SFE configuration, operating mode
and input/output rates through either SCC or ground generated commands
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The SFE output interfaces are as follows:
.

a.

b.

c.

The SFE will output independent data streams to each channel of the redundant
KSA and DAS modulators. The KSA modulators each have a single channel,
while the DAS modulators each have two independent channels.

The SSR record interface consists of unidirectional ports from the SFE to the
SSR. Only the SSR Record interface port which is connected to the active SSR
controller will be active. The SFE/SSR record data stream consists of Channel
Access Data Units (CADUS) at a fixed recording rate of 150 Mbps.

The BDU interface provides for the collection of SFE housekeeping telemetry
During normal ope~ations the SFE will be configured to output_ sp~afic data-
streams, accepting and routing instrument and Low Rate Science Bus data to the
SSR and the modulators:

1. The SSR record output will be configured to record all High Rate
instrument and Low Rate Science Bus data.

2. The KSA modulator output will be configured for SSR playback via
TDRSS, requiring ground commands during each TDRSS contact to turn
the SFE playback clock on and off.

3. The Direct Access System (DAS) Direct Broadcast (DB) link will transmit
real-time MODIS instrument data.

4. The DAS Direct Downlink (DDL) will

The FOT will monitor the SFE performance
telemetry data reception.

The SFE interfaces are shown in Figure 15.

transmit ASTER real-time data.

during real-time housekeeping
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41.5 Solid State Recorder

The Solid State Recorder (SSR) is a high capaaty data storage device consisting of
two redundant Data Control Units (DCUS)# and two identical Data MemorY Units
(DMUS). Figure 16 shows the SSR basic configuration. In operation, only one DCU is
active at a given time. The DCU contains the record/playback processing, and
command and telemetry processing. A part of the 2.4 Gbit DCU memory (357 Mbit)
is allocated to housekeeping telemetry data storage. The total 140 Gbit memory
capaaty is provided by the two DMUS plus the local memory contained in the DCU.
The SSR maybe commanded into a Low Power Mode in order to provide the CTIU
interfaces and the associated record/playback functions while minimizing the SSR
power dissipation. In the Low Power Mode, only the active DMU and its local
memory is powered and housekeeping telemetry record and playback via the CTIU
is available. Low Power Mode is entered when the SSR is powered up and may be
entered by command from the Saence Mode.
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- u

Control
a-m +TLMPB#l oLocal

CTIU +CMD / TL~
Memory

Prirnery

I

-cl

Oete Bus

I
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Figure 16 SSR Basic Configuration
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The SSR is capableof simultaneously recording and pla~gback saence data via
interfaces with the Science Fomatting Equipment (SFE). Concurrent y the SSR is
capable of recording or playing back housekeeping telemetry data via an interface
with the CITU. The SFE and CT.ILJ interfaces operate independently of each other.

The SSR is capable of recording science data from the SFE at a data rate of 150 Mbps.
The SSR will sort and record spacecraft science data in separate logical data buffers
sorted according to the Virtual Channel Identifier (VCID) of the data source. Up to
eight science data storage areas [circular first in first out (FIFO)] buffers may be
provided, each accepting data from a single or multiple VCIDS. The four ASTER
VCIDS may be directed to a single data buffer. Figure 17 illustrates the SSR science
data buffer utilization. This capability will provide for selective playback of the
science data. The proposed buffer sizes will accommodate at least one full orbit of
data when instruments are operated in their predicted profiles. The current
proposed buffer sizes are shown in Table IL Each SSR buffer may be commanded to
allow the oldest data to be overwritten or to protect the data (overwrite inhibited).

Table II Prouosed SSR Buffer Sizirw
“

I Data Type I Buffer &ze I Remarks I

I
.- , ,

Housekeeping I 357 Mbits I Four Orbits of data I
t

.- , ,
Low Rate Science I 357 Mbits I 105 minutes of data I

I MODIS I 44.8 Gbits I 60 reins dav rate, 50 reins night rate I

MISR 24.9 Gbits 67 reins of data. >1 orbit nominal ops

ASTER 69.6 Gbits 12.9 reins at 90 Mbps.

The SSR is capable of playing back recorded science data at a maximum data rate of
150 Mbps. The SSR input and output data streams consist of integral numbers of
8192 bit blocks which are referred to as Channel Access Data Units (CADUS). The
first requested CADU for each requested playback shall be preceded by the last 100 to
256 CADUs played back from this buffer during the previous playback. The SSR will
not erase science data during playback, but the oldest data will be overwritten when
a new recording session occurs directly over previously recorded data. The science
data output stream from each buffer will be in the same time order in which it was
recorded. The SSR is capable of playing back any ground-specified portion of the
stored science data.

The SSR is capable of recording and playing back 16 Kbps Spacecraft housekeeping
telemetry data via cross-strapped interfaces to the Spacecraft CTIUS. The
housekeeping input and output data streams consist of housekeeping telemetry
CADUs which are recorded in and played back from the 357 Mbit circular FIFO DCU
buffer. The SSR can record or playback the housekeeping data concurrently with the
science data playback, but cannot record and playback housekeeping data
simultaneously. After four orbits the DCU buffer will be filled, and the SSR will
overwrite the housekeeping data.
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See Figure 18 for a typical operating scenario.
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The SSR plays back stored housekeeping data at a ground-commanded rate of either
256 Kbps (via TDRSS) or 512 Kbps (via DSN/GN/WOTS). The output data stream
consists of integral numbers of CADUs. The first requested CADU for each playback
will be preceded by the last 100 to 256 CADUs played back from the buffer during the
previous playback. The SSR will not erase telemetry data during playback, but the
data will be overwritten when a new record segment occurs directly over previously
recorded data regardless of the playback status of the previously recorded data. The
telemetry data output stream will be in the same time order in which it was
recorded.

The SSR telemetry will provide status information for each buffer which will be
evaluated by the EOC to assure complete data retrieval. The status information will
indicate

a. The locations of the beginning of data that has not been dumped
b. The current location of the record pointer
c. The location of the dump pointer.

The EOC will track the instrument science and the housekeeping telemetry data
times, the data position in the SSR memory, and the playback status of recorded
data in order to ensure no loss of either science or housekeeping data.

Normal SSR operation will be to record all science data, with the SSR always in
Record mode and the SSR data input being determined by the instrument
operations. The high rate instruments and Low Rate Science Bus output will be
recorded in separate buffers. The operating plan for retrieving science data from the
SSR is to play back the data during two nominal 10 minute TDRSS contacts during
each EOS-AM orbit. At the data rates available, a full SSR (all buffers full) would
take approximately 18 minutes to dump completely. Since the peak data generation
of the instrument set occurs during the daylight observations, and six to eight
minutes of SSR playback will occur during each ten minute TDRSS contact, all data
contained on the SSR may not be retrievable during a single 10 minute contact.

TDRSS contact spacing and location will be influenced by the
Spacecraft/TDRS/Earth geometry and the TDRSS scheduling requirements, but
equally spaced contacts (approximately 40 minutes apart) are the current plan.

SSR operations will be controlled by a combination of stored and real-time
commands. Saence instrument data start/stop operations will be initiated by stored
commands generated by the EOC scheduling function, while memory
configuration, mode change, playback and communication link configuration
commands will be via real-time commands.
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Nominal SSR operations (see Figure 19 for the SSR operation profile) will be as
follows:

a. The housekeeping telemetry data will be continuously recorded in the DCU
memory, overwriting the housekeeping buffer after approximately 3.5 orbits.
The housekeeping buffer will be played back only in the event of a Spacecraft
anomaly or to provide specific data for ground analysis.

b. The SSR will continuously record CERES, MOPITT, ancillary and telemetry
data from the Low Rate Science Bus via the SFE into the Low Rate buffer.
This data will continue to be recorded even while the SSR is being played
back.

c. The SSR will record science data from the instruments via the SFE into their
respective buffers. The ASTER data may be recorded into one buffer or may be
sorted by VCID into four different bufferslnstrurnent data will continue to be
recorded even if the SSR is being played back during the record period.

d. The SSR science data will be played back during each scheduled 10 minute
TDRSS contact (twice per orbit). The science data buffers will be played back i n
sequence, oldest data first, such that suffiaent space is available in each buffer
to accommodate the science data scheduled to be recorded before the next
TDRSS contact.

e. The ASTER and MISR buffers will be completely played back if possible.

f. The LOW Rate and MODIS buffers will nominally never be completely
emptied since the instruments will be continuously producing science
data. Playing back older science data while simultaneously recording new
science data will be the normal operational configuration.

g. SSR playback start and stop will be controlled by ground command.
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Figure 19 SSR Operation Profile
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4.1.6 Bus Data Unit

Bus Data Unit(s) (BDU) provide standard command and telemetrY interfaces
between the Spacecraft housekeeping components and instruments. The BDU is an
intemaIIy redundant device.

The BDUS collect, reformat and transmit housekeeping and instrument telemetry
data to the active CTILJ via the C&T bus. The BDU provides analog/digital signal
conversion and conditioning.

The BDUS also receive command data from the active CTIU via the C&T bus,
processing and issuing the commands. BDUS may issue relay drive, logic pulse or
seriaI commands.

4.1.7 Initial Spacecraft Operation

The Spacecraft command and telemetry systems are active during all Spacecraft
mission phases, and are fully available to support initial activation and subsequent
operation of CERES.

The Spacecraft operational orbit is acquired during the Spacecraft Operational
Initialization Phase. A complete housekeeping and instrument equipment checkout
is performed and a fully operational system state is established. The EOC activities
are augmented by Spacecraft engineering support from the contractor’s facility and
Instrument Team representatives.

Figure 20 shows a typical time-line representation of the activities during the
Operational Initialization Phase.

OPERA 710NAL INITIALIZE TION MISSION PHASE
OPERATIONAL

3-5 DAYS

=71

DAY 90 (TBR)

4

INSTRUMENTS

OUTGASSING - ACTIVATION - ALIGNMENT - CALIBRATION

MATURE
OPERATIONS

FIGURE 20 OPERATIONAL INITIALIZATION PHASE ACI’IVITIES TIMELINE
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4.1.8 Spacecraft Maneuver Operations

Throughout the EOS-AM mission, periodic orbit maintenance maneuvers are
executed by the Spacecraft to maintain the operational (705 km) orbit requirements.
The frequency of orbit adjusts is TBD. Each maneuver is planned and scheduled in
advance of execution, Orbit maintenance maneuvers are not enabled without
providing an opportunity for appropriate instrument reconfiguration, except in
Spacecraft emergency situations. The Propulsion Subsystem provides impulse for
orbit maintenance.

The Spacecraft is monitored by the Flight Dynamics Facility (FDF) through TDRSS
ranging, and by the EOC, which uses TDRSS Onboard Navigation System (TONS)
determinations. When required, orbital adjust calculations are performed to
determine the direction and length of the bum, and the required start time. These
calculations are used to generate stored commands. Upon completion of the burn,
Spacecraft orbital parameters are monitored to determine the need for further
correction. Figure 21 summarizes the steps described in paragraph 4.1.8

(BACKUP TO TONS)

TDRSS TRACKING TDRSS TONS

CALCULATE
* GROUND TRACK FDF

ERROR

PLAN FDF i EOC
ORBIT ADJUST

CALCLJ~TE
FIRING

FDF / EOC
GENERATE a

LOAD STORED
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I

—-——- ..-. -—- --- . ----
FIGURE 21 ORBIT MAINTENANCli SCENAKIU
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41.9 Autonomous Operations

The Spacecraft Fault Detection, Isolation and Recovery (FDIR) System protects the
Spacecraft Bus and instruments in the event of survival-critical failures that occur
in the absence of ground command and control. To accomplish this, the FDIR
system autonomously switches the Spacecraft’s configuration (equipment
configuration and operating mode) in response to predefine survival-critical faults
to isolate faults and prevent propagation. The FDIR system resides mostly in the
SCC. This system provides autonomous action only if the fault detected is time
critical to Spacecraft survival.

The major Spacecraft functions assessed by the on-board FDIR system requires a
Flight Operations Team response in the event of function loss. The Flight
Operations Team takes predefine actions in the event a FDIR event is detected.

The Spacecraft Safe Mode or Survival Mode is entered only after unsafe conditions
or pending unsafe conditions are detected by the Flight Operations Team or the
Spacecraft on-board FDIR system.

The Spacecraft may autonomously transfer into Safe Mode which may involve a
degraded Spacecraft operation, and may also involve interruption of stored-
command execution (only in the case of SCC or CTIU/C&T BUS10SS).

Safe Mode or Survival Mode recovery occurs in predefined ground command /
control steps only after detailed analysis and Spacecraft subsystems checkout and
Operational Readiness verification.

4.1.10 Spacecraft Bus Operating Modes

The Spacecraft Bus operating modes are defined
performance capabilities that are required to
constraints.

by the minimum functional and
satisfy mission conditions and

Transition between a primary mode and a back-up mode is initiated by either
Ground Command (stored or real-time) or on-board FDIR logic. The on-board
Spacecraft Bus computer [SCC] autonomously initiates a transition from a primary
mode (ie; Science Mode) to a back-up mode (ie; Survival Mode) following violation
of preselected FDIR criteria. Exit from a back-up mode to a functionally more
capable mode is by ground command only.

Figure 22 shows the Spacecraft operating modes available during each mission
phase and their status (primary availability or back-up availability).
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FIGURE 22 SPACECRAFT OPERATING MODES AVAILABILITY

The Spacecraft Bus system operating modes are:

a.

CERES

Ground Test Mode. -- The Ground Test Mode is a non-flight mode, used by
the Launch Operations Team, in the Pre-Launch Phase f~llowing Spacecraft to
Launch Vehicle integration. During the Ground Test Mode, the Spacecraft
Bus undergoes comprehensive performance testing. Instrument science will
not be tested during this mode but the integrity of instrument interfaces are
verified. No deployments will be performed during the pre-launch tests.

The Spacecraft is essentially in a check-out state receiving power from the
Launch Vehicle T - minus zero umbilical, at the launch pad. The Spacecraft
readiness for launch is established. The batteries are charged and equipment
powered, as required, for low rate telemetry and commanding. Telemetry is
provided to the Ground Support Equipment via the T - minus zero umbilical
Spacecraft 1 kbps health and safety telemetry will be multiplexed with the
Launch Vehicle telemetry and made available via the Launch Vehicle
telemetry and antenna systems after Spacecraft disconnect from the T - minus
zero umbilical. The software and data tables are loaded with the appropriate
parameters for Orbit Acquisition Initialization and Orbit Acquisition Phase
activities.

The Ground Test Mode is entered by ground command. The Ground Test
Mode is exited into the Launch/Ascent Mode for the Launch Phase upon the
Spacecraft going to internal power.
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~ LaunchlAscent Mode - The Launch/Ascent Mode ~=a primary mode in
both the Launch/Ascent md Orbit Acquisition ~ti~~ation phases” The
instruments are powered off with survival heaters enabled. Housekeeping
equipment is powered as required for low-rate commanding and telemetry,
with survival and operational heaters enabled.

The Flight Operations Team will monitor the Spacecraft telemetry received
via the launch vehicle when it becomes available. No direct Flight
Operations Team cornmand/control involvement is necessary during the
Launch and Ascent, assuming nominal Spacecraft conditions and activities.

Upon detection of separation from the launch vehicle, preprogrammed logic
will be activated to perform major early mission activities, including:

●

●

●

●

●

An attitude maneuver to obtain an Earth-oriented attitude

Deployment of the solar array to support the bus load and begin battery
recharge

Establishment of an S-band command/telemetry link, primarily with
TDRS via the omnis

Deployment of the High Gain Antenna

Enable the FDIR algorithms necessary for autonomous transition to
Survival Mode or safe Mode in the event of predefine failures. These
algorithms will remain enabled throughout the subsequent mission
phases.

Launch/Ascent preprogrammed activities will, as a backup, accept real-time
ground commanded initiation, provided that a communication link with the
ground has been established.

Nominally, exit from the Launch/Ascent Mode to Standby Mode will be
ground commanded when the major early mission events (e.g. earth
acquisition, energy balance, High Gain Antenna deployment) have been
successfully completed. If an anomaly occurs after the Spacecraft has separated
from the launch vehicle, the transition from the Launch/Ascent Mode to
either the Survival Mode or Safe Mode may be commanded either by
autonomous on-board logic or by ground command.

Standby Mode - Standby Mode is used during Spacecraft subsystem checkout
or as a back-up to the Science Mode. Although instrument science is not
supported in this mode, instrument housekeeping functions can remain
operational. Services provided during the Standby Mode include:
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Full power is provided. The Spacecraft Bus maintains a positive energy
balance. The Spacecraft solar array tracks the sun.

Thermal control is provided.

Nominal S-Band Spacecraft Bus and instrument housekeeping (16 n) /
health and safety (1 Kb) telemetry are provided.

Commands are txocessed and distributed.
A

Spacecraft housekeeping,
operational.

The SCC is operational.

The Spacecraft Guidance

health, and safety data storage and retrieval are

and Navigation functions operate nominally,
Providing Earth-pointing (precision if transition is from Saence Mode).
?he TON-S system is op~rational with the Spacecraft ephemeris loaded as

back-up.

Science Mode - The Science Mode is the primary mode used during the
Operational mission phase and during on-orbit instrument checkout. During
Saence Mode the Spacecraft Bus provides the full complement of resources.
Services provided during the Science Mode include:

●

●

●

●

●

●

●

Full power is provided. The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun.

S-Band Spacecraft Bus and instrument housekeeping / health and safety
telemetry are provided.

Science data transmission (real-time or playback) capability on the K-Band
and Direct Access System are provided.

Ancillary data and time-tagged navigational

Commands are processed and distributed.

data functions are provided.

Spacecraft high rate and low rate data storage and rehieval are
operational.

The SCC is operational including High Gain Antenna pointing and
control.
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● The Spacecraft Guidance and Navigation functions operate nominally,
providing precision Earth-pointing. The TONS system is operational
with the Spacecraft ephemeris loaded as back-up.

e. Delta-V Mode - The Delta-V Mode is a propulsive mode used to raise
Spacecraft altitude from the injection orbit to mission operational altitude,
arcularize the mission orbit and to provide periodic correction to
maintain the mission orbit. At a minimum, in the Delta-V Mode, the
Spacecraft can be at survival power levels, and at a maximum, the
Spacecraft can beat full power.

Best case: (such as planned Delta-V during Operational Phase)

● Full power is provided.

● The spacecraft Bus maintains a positive energy balance.

● The solar array tracks the sun with nominal rotation.

● Science data transmission (real-time or playback) capability on the K-
Band and Direct Access System could be provided; however, fine
pointing and jitter control are not supported.

s Ancillary data and time-tagged navigational data functions are
provided.

“ Spacecraft high rate data storage and retrieval could be operational.

Worst case: (such as during Orbit Acquisition Phase)

●

●

●

●

●

●

CERES IFou

SuMval power (degraded capability).

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft low rate data storage and retrieval are operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate providing
Earth-pointing; however, fine pointing and jitter control are not
supported. The TONS system is operational with the Spacecraft
ephemeris loaded as back-up.
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f Survival Mode - The Survival Mode is a minirr@ power or power critical
mode in which only essential Spacecraft functions (i.e., low-rate commanding
and telemetry, instrument survival heaters) are supported. Transition into
the Survival Mode causes non-essential housekeeping equipment to power-
down.

Instruments are commanded to take action to protect themselves and
establish a minimal power configuration. The Survival Mode is the primary
mode for the Launch/Ascent, Orbit Acquisition Initialization, Orbit
Acquisition, and End of Mission Phases. Services provided during the
Survival Mode include:

● The solar array tracks the sun.

● Commands are processed and distributed.

. S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

“ Spacecraft critical health and safety data storage and retrieval are
operational.

“ The SCC is operational. (Best case)

● The Spacecraft Guidance and Navigation functions operate nominally,
providing Earth-pointing (Best case); or Sun-pointing, worst case. The
TONS system is operational with the Spacecraft ephemeris loaded as back-
up.

g Safe Mode - The Safe Mode is a state in which the Spacecraft Bus is capable
of operating partially or completely independent of the SCC. Speafically, the
Spacecraft Bus operates in the Safe Mode as long as the Attitude Control
Electronics (ACE) performs the attitude control functions.

Safe Mode can be entered via ground command by the Flight Operations
Team. Safe Mode is entered autonomously under two arcumstances. The
first is the loss of SCC - I’m OK - signal and the second is due to GN&C FDIR
action. Autonomous Spacecraft entrance into the Safe Mode due to GN&C
FDIR occurs if the GN&C FDIR detects an attitude error beyond a given
threshold and attitude control is switched to the ACE. Services provided
during the Safe Mode include:

Best case:

“ Full power is provided The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun with nominal rotation.
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● Commands are processed and distributed.

● S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

● Science data transmission (real-time or playback) capability on the
K-Band and Direct Access System is provided.

● Ancillary data and time-tagged navigational data functions are
provided.

● Spacecraft low rate and high rate data storage and retrieval are
operational.

. The SCC is operational.

. The Spacecraft Guidance and Navigation functions operate safely Earth-
poin&g with degraded pointing accuracy. The TONS system is
operational with the Spacecraft ephemeris loaded as back-up.

● Earth Pointing

Worst case:

●

●

●

●

●

4.1.11

Power for survival equipment and instruments

No command / telemetry until the FOT r~stablishes these functions
[Command and Telemetry Interface Unit (CTIU) failure scenario].

SCC non-functional. No SCC services.

Sun pointing

Thruster based

Spacecraft

attitude control

Bus - Instrument Operating Modes Relationships

The Spacecraft Bus operating modes and CERES operating modes are
directly interrelated. The Spacecraft Bus provides predefine sewices and
resources for each of its operating modes. CERES operates to predefine
tasks for each of its operating modes.

Table III relates CERES operating modes and the Spacecraft Bus operating
modes.
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TABLE III
SPACECIUWI’ BUS AND CERES OPEIWTING MODES

CERESlNSTRUMENTOPERATINGMODE
(CERESFOREOr CERES AITl

Spacecraft
SYSTEM MODE Initiat- Sun Fiied

Launch Standby ization Azimuth Biakl Diagnostic S& Swival

GroundTest x

Lmanch/Aocent x

Standby x

science x x x x x x

Delta-V x

Survival x

Safe x

I x= Mxlna,confi,uration I
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&2 Ground System

The EOS ground system will provide the earth sciences community with a variety
of data products obtained from the Earth Observing System spacecraft. Data
archiving, distribution and user interface capabilities will be provided. The ground
system will also support the command and control of the EOS-AM Spacecraft.

EOS-AM flight operations will utilize several NASA institutional support facilities
along with dedicated EOS facilities. These include the following:

4.2.1 Space Network (SN)

The SN will be the primary data transport system for relaying data between the EOS-
AM Spacecraft and the ground, and will provide communication resource
scheduling support to the Earth Observing System Data and Information System
(EOSDIS)* The SN elements will together provide the communications path
between the Spacecraft communications subsystem and the EOS Data and
Operations System (EDOS). The SN has two parts:

a. The Tracking and Data Relay SateLlite System (TDRSS). TDRSS comprises
the Tracking and Data Relay Satellites (TDRS(S)), the White Sands Ground
Terminal (WSGT), and the Second TDRS Ground Terminal (STGT), also
located at White Sands.

ix The Network Control Center (NCC) at the Goddard Space Flight Center
(GSFC). The NCC is the operations center for all SN activities. It provides
operational management of all elements of the SN and is responsible for all
scheduling activities for the TDRS(S) and ground terminals. The EOS
Operations Center (EOC) will interface with NCC for scheduling SN
resources. The NCC implements operations, executes schedules, and
performs link monitoring and fault isolation.

Figure 23 depicts a top level view of the Space Network scheduling process.

The nominal plan for TDRSS support calls for two contacts 10 minutes in length,
per E09AM orbit. The requirement for support will be submitted with the speafic
timing of support services left to be scheduled by the Network Control Center
(NCC). A forecast schedule of TDRSS support intervals is released by the NCC
approximately one-two weeks beforehand. Specific requests for additional TDRSS
support may result in schedule updates up to two days beforehand, and
contingency/emergency support arrangements can be made with 10 minutes
advance notice.
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Figure 24 shows a timeline of Space Network and EOC scheduling activities during
a normal forecast scheduling period and an active scheduling period.
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4.2.2 Flight Dynamics Facility (FDF)

FDF is an institutional facility located at GSFC that provides orbit, attitude, and
navigation computational services in support of flight projects. Prelaunch services
include mission design analysis, trajectory analysis, sensor analysis, and operations
planning. Operational support services include orbit and attitude determination,
anomaly resolution, orbit adjustment planning and maneuver support, sensor
calibration, post mission velocity analysis, and generation of planning and
scheduling data products.
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The FDF will provide operational support to the EOS-AM Spacecraft. The FDF will
interact directly with the EOS Operations Center (’Es) to provide TDRSS ~board
Navigation System (TONS) operations support, orbit adjustment support, and post
maneuver verification of spacecraft parameters. In addition, FDF provides the EOC
with TDRS and EOS-AM Spacecraft ephemeris loads and predictions for planning
and scheduling support.

The FDF wiIl routinely provide predicted orbit information for use in flight
operations and definitive data for scientific data processing (when requested). The
FDF will generate planning aid data to support both long and short term
operational planning activities, and for use in command generation processing.
Performance monitoring data will be extracted from planning aid data sets, or
generated separately; this data is provided to the EOC for use in verifying proper
Spacecraft operation during real-time contact intervals. The PDF will operate seven
days per week to generate predictive orbit data for use in daily command generation
processing. The short-term planning aid data used in daily planning activities will
be generated/updated TBD, while long term planning
scheduled to support specific long term planning activities

4.2.3 NASA Communication Network (NASCOM)

aid generation will be
whenever they occur.

Together with the EOS Communications Network (ECOM) (Section 4.2.6.2),
NASCOM provides the set of circuits, switching, and terminal facilities for
operational telecommunications support of the EOS project. Both networks
provide a high level of securit y for the command, telemetry, and other information
directly related to the spacecraft operations that they support. NASCOM will
provide the communications between the Earth Science Data Information System
(ESDE) and the NCC (and possibly other institutional systems), either directly or
via ECOM gateways.

4.2.4 Science Support Networks

Other NASA networks that support EOS science communications include the
Program Support Communications Network (PSCN) and the NASA Science
Internet (NSI):

a.

b.

CERES

The PSCN provides programmatic and administrative data communication
services between NASA Headquarters, NASA centers, and other users. The
PSCN Control Center, located at Marshall Space Flight Center (MSFC), has
overall responsibility for scheduling, software development, maintenance,
and monitoring of the PSCN.

The NSI is a multi-disapline and multi-project network that is operated by
the NSI Project Office at NASA’s Ames Research Center (ARC). NSI provides
data access and
IFOU Preliminary
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disaplines. It will provide direct user access to several disaplines supported
by ESDIS and gateways to other networks that will be part of the ESDIS
Science Network (ESN).

4.2.5 Alternate Space/Ground Links

In the event that the Spacecraft is unable to communicate through TDRSS, NASA
ground stations will link the Spacecraft with the EOC for housekeeping and health
and safety data. The ground stations include the following:

:

c.

4.2.6

Deep Space Network (DSN).
Ground Network (GN).
Wallops Orbital Tracking Station (WOTS).

Earth Observing System Data and Information System (EOSDIS)

The EOSDIS ground system consists of EDOS, ECOM, and ECS.

4.2.6.1 EOS Data and Operations System (EDOS)

EDOS is a component of the EOS Ground System which provides an interface
between the White Sands Ground Terminals and other EOS Ground Systems like
the EOC, ASTER Instrument Control Center (ICC), and the DAACS. The interface
between EDOS and the DSN, and GN, and Direct Playback stations is TBD.

EDOS processes data which conforms to the CCSDS recommendations.

For telecommand services, EDOS provides an asynchronous interface with the EOC,
while providing a synchronous interface with the White Sands Ground Terminal.
EDOS receives CCSDS Command Link Transmission Units (CL~s) from the EOC
and provides the CCSDS protocol for transmission of the data to the White Sands
Ground Terminals.

For telemetry services, EDOS provides several data processing functions:

a)

b)

For data requiring real-time transmission (i.e., real-time housekeeping data to
the EOC), EDOS will extract packets from the S-band dowrdink and transmit
the packets with a minimum of delay at the rate received. In addition, EDOS
will provide a time tagging function which will allow for accurate spacecraft
time determination.

EOS-AM data transmitted via the high-rate science link (i.e., the K-band
link), will receive level zero production data processing at EDOS. Playback
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data will be forward ordered if necessary, and data sets will be generate which
contain time ordered packets (all with the same APID) with quality and
accounting information appended. The size of the data sets generated will be
predetermined, so one data set may contain data from one or more TDRSS
contacts. Overlap between TDRSS contacts is eliminated where it occurs.

Level zero processed data sets will be available for delivery to destinations
within 21 hours of receipt of all the required data.

Up to 5% of the total data generated by the spacecraft may receive quick-look
processing at EDOS. Quick-look processing is a means of delivering
science/engineering data to a destination within approximately one hour of
its receipt at EDOS. Any data included in a quick-look processed data set will
also be included in a routine level zero production processed data set. Quick-
look processed data sets are limited to data received during a single TDRSS
contact. The data in a quick-look processed data set may include all of the
data associated with the specified APID received during the TDRSS session or
only those packets for the specified APID that have a special secondary header
flag set (quick look flag).

Another EDOS processing option is rate buffering. This option is intended to
capture downli~ data at-a figh data rate and de~ver that-data to a
destination at a different, lower data rate with minimal processing delays.
Rate buffered data sets are files of packets for a single APID with limited
quality and accounting information appended.

EDOS will provide an interface to the EOC, ICC, and DAACS for realtime spacecraft
monitoring, data accounting, fault isolation, and configuration management.

4.2.6.2 EOS Communication Network (ECOM)

ECOM is a facility system that supplies supporting services to EOSDIS. ECOM
provides the set of circuits, switching, and terminal facilities for operational
telecommunications support specific to the EOS project. Together with NASCOM,
ECOM provides a high level of security for the command, telemetry, and other
information directly related to the Spacecraft operations. ECOM will provide the
data transport path from the EDOS elements to various other elements of EOSDIS,
including the EOC and ASTER ICC. ECOM supports a variety of bandwidths and
uses state-of-the art communications methods, including fiber optics and domestic
communications satellites.

4.2.6.3 EOSDIS Core System (ECS)

ECS has the following three segments:
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a. The Flight Operations Segment.
b. The Saence Data Processing Segment.
c. The Communication and System Management Segment.

4.2.6.3.1 Flight Operations

The FOS manages and controls

Segment (FOS)

the EOS-AM Spacecraft and its instruments.

The FOS comprises the following three basic elements:

a. The EOS Operations Center (EOC)

The EOC faality serves as the focal point for EOS-AM Spacecraft real-time
flight operations. The EOC will be located at GSFC. Figure 25 shows the EOC
staffing structure and relationships with other EOS-AM Project related
entities.
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The flight operations elements responsible for th’=health and safety of the
Spacecraft are located at the EOC. The Flight Operations Team (FOT)
performs the detailed flight operations planning and scheduling, command,
control, and real-time monitoring of the Spacecraft. The spacecraft sustaining
engineering group, located at the EOC, is responsible for detailed Spacecraft
performance analysis and produces periodic spacecraft subsystem
performance reports. Housekeeping, engineering, and instrument quick-look
processed science data are also analyzed to support flight operations and to
support Spacecraft and instrument engineering.

The FOT will coordinate CERES operations with the Spacecraft and other
instruments. Working with the CERES PI via the Instrument Support
Terminal(s), the FOT plans and schedules the CERES and Spacecraft
operations.

The EOS-AM spacecraft contractor provides a spacecraft simulator, which is a
hybrid of the Spacecraft Bus Command and Data Handling (C&DH)
subsystem and special simulation software. This simulator supports ground
tests, training, and flight software maintenance and will be located at the EOC.

Specific EOC command and telemetry database requirements for the CERES
instrument are defined in Appendix II and Appendix III, respectively.

Specific requirements for EOC computer processing of CERES telemetry data
are defined in Appendix III,

Specific requirements for CERES uplink transmissions are defined in
Appendix II, while CERES uplink verification requirements are included
within Appendix III.

The Instrument Control Center (ICC)

There is no ICC for CERES.

Instrument Support Terminal (1ST)

W IST is a software toolkit hosted on the CERES Principal Investigator (PI)
workstation. The CERES 1ST workstation provides access to EOC based
information and functions. It also provides for the exchange of data between
the EOC and other instrument support systems at PI/TL or instrument team
locations.

One or more ISTS (TBD) may be available to enable the CERES PI to
participate in the planning ‘scheduling, commanding, and monitoring of the
CERES instruments. The procedures for these interfaces are TBD and will be
furnished by the ECS con&actor. Figure 26 shows the CERES IST user
perspective.
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The CERES 1ST will provide for the exchange of data with the EOC.
Other instrument support systems at the CERES PI location (e.g., for transfer
of instrument microprocessor loads and dumps) will also utilize the 1ST.
Different authorized individuals may use the 1ST to perform different
functions in support of the CERES instruments operations (e.g., some 1ST
users may support planning and scheduling others, anomaly resolution).

During the ECS development phase, the PI and the Earth Science Data

Information System (ESDK) project will negotiate the allocation of
instrument operations functions to the CERES IST.

The ISTS will run on a wide range of computer platforms that conform to
industry standards. The CERES PI is responsible for ensuring that the
hardware that hosts me IST meets these standards and for integrating
the toolkit with the hardware and other PI applicatiom$.
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42.6.3.2 Science Data Processing Segment CDPS)

The SDPS provides processing and distribution for science data and a data
information system for EOSDIS. It consists of the following three kinds of
elements:

a. The Distributed Active Archive Centers (DAACS) - The DAACS will process
data from the instruments to standard level 1-4 products, provide short- and
long-term storage for EOS and selected non-EOS data, and distribute the data
to users. Each is composed of a Product Generation System (PGS), a Data
Archive and Distribution System (DADS), and a portion of the distributed
Information Management System. Several DAACS will be distributed
around the United States.

b. The Information Management System (IMS) - The MS is a distributed data
and information management service that includes a catalog system in
support of user data selection and ordering. The IMS wilJ be distributed but
will function as a single integrated information and data management
service from the point of view of the user. The IMS must therefore present
the same comprehensive view of the EOSDIS from any IMS access node.

c. The Science Computing Faalities (SCFS) - SCFS me located at science
investigator sites and will be used to develop and maintain algorithms,
produce data sets, validate data and data products, and analyze and synthesize
EOS and other data to expand knowledge about the Earth system and its
components.

The SDPS performs the EOSDIS functions of processing and archiving data from the
EOS instruments and data from other earth science projects.

4.2.6.3.3 Communication and System Management Segment (CSMS)

The CSMS provides communications, networking, system-wide network
management, and site/element operations management. This segment contains
the following two elements:

a.

b.

The System Management Center (SMC) -- A system management service for
EOSDIS ground system resources.

The EOSDIS Science Network (ESN) - A communications network and
services providing for the electronic distribution of data among the DAACS,
SCFS, and other related science faalities.

The CSMS performs the EOSDIS functions of providing access to and distribution of
EOS data products, networking capabilities, and the exchange of items such as data
and algorithms.
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5 FUNCTIONAL RESPONSIBILITY ALLOCATIONS

The allocations of responsibility for performing various operational functions in
support of CERES flight operations are understood to be as follows:

5.1 Planning and Scheduling

Planning and scheduling has the objective of producing a detailed schedule for the
activities of the EOS-AM Spacecraft (Spacecraft Bus and AM Instrument Set). The
Flight Planning and Scheduling Group (~SG), a segment Of the Flight Operations
Team (FOT), is responsible for producing the integrated Spacecraft detailed activity
schedule.

The planning and scheduling process includes the following three steps:

a.

h

c.

Along-term mission planning phase.
Long-term mission planning for the Spacecraft begins up to 5 years before
the activities being planned and produces or updates the Long-Term Saence
Plan (LTSP) and Long-Term Instrument Plans (LTIPs).

An initial scheduling phase.
Initial scheduling, whose primary objective is to secure the SN resources for
flight operations for the target week, begins about 3 weeks before the target
week and uses baseline activity profiles, activity lists and/or activity
deviation lists.

A final scheduling phase.
Final scheduling, -~hich begins after the instrument and Spacecraft subsystem
activity lists are generated, produces a detailed activity schedule for the
Spacecraft Bus and the instruments. This schedule forms a basis for
commanding the Spacecraft.

The science community and the FOT will integrate science and Spacecraft
information in the planning and scheduling process.

SCI-JC- cXMMUUU
EUtWIQ~

Inveatig=tor Working Group

I
Plight Planning &cScheduling Group

4 /
Project Scientist

On-line Operations Team(s) I
Principal Investigators &

Instrument Teams I Off-line Engineering Group
I
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5.1.1 Long Term Planning

The project scientist produces, with the Investigator Working Group (MG)
recommendations, a long term science plan (LTSP) for the Spacecraft. The PIs/TLs
produce long term instrument plans (LTIPs) for their respective instruments. The
FOT uses these long-term plans to develop a long-term Spacecraft operations plan.

The IWG defines policy, guidelines, and overall science objectives for the
Spacecraft. The IWG has representatives from each of the instruments. The IWG
meets regularly, at least every 6 months (usually every three months). The LTSP
presents science objectives for the Spacecraft establishes science mission priorities to
be used in later scheduling, and recommends approaches for satisfying scientific
objectives. The LTSP also defines speaal events and specifies requirements for
coordination between instruments.

The CERES PI has responsibility for the CERES LTIl? The CERES L~P also contains
planned routine back~ound operations for ongoing observations or operations that
are related to routine calibration and maintenance activities.

The FPSG has the responsibility for Spacecraft planning. Some of the Spacecraft Bus
subsystem activities that the FPSG manages are directly related to science and to
Spacecraft Bus subsystem operations; these include the power, command and data
handling, and communications subsystems. Others support Spacecraft
maintenance, including battery management and orbit maintenance. The FPSG
formulates long-term spacecraft operations plans and keeps the WIG and the CERES
PI informed of changes in Spacecraft operations, including predicted frequencies in
which science operations are affected for maintenance.

5.12 Initial Scheduling

Initial scheduling has the objectives of securing the required SN resources from the
NCC. The FPSG identifies the SN resources required for Spacecraft Bus subsystem
operations (e.g., TONS operations, orbit adjustment operations). Based on the
baseline activity profiles, instrument activity lists, and activity deviation lists (if
any) for the instruments, and the SN resource needs for the Spacecraft Bus
subsystems, the EOC estimates on-board Solid State Recorder usage and SN resource
needs and develops a TDRSS schedule request. The FPSG sends the schedule
request to the NCC and negotiates with the NCC as necessary to secure the best
possible SN resource allocations.

On the basis of the TDRSS schedule, the Spacecraft Bus activities required and
instrument activities, the FPSG develops a preliminary Spacecraft activity schedule,
which it makes available to all instruments. The CERES PI will have access to
available scheduling information via the 1ST. This global information includes the
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pla.ns (e.g., LTS3 L7TPs, and long-term Spacecraft operatio~”>lan), orbit information
(e.g., scheduling aids from the FDF), a TDRSS schedule for the target week, and the
most current preliminary Spacecraft activity schedule.

The CERES PI expresses changes of scheduling needs with operations requests,
which contain activity deviation lists, and provides them to the FPSG. The CERES
PI will acknowledge the “no change to operating instructions” by the use of TBD
provided to the FPSG on a TBD schedule.

The Spacecraft Bus subsystems will undergo initial scheduling. From the long-term
Spacecraft operations plan, the FPSG identifies the activities that the subsystems
must perform during the target week. Based on these activities, the FPSG generates
an initial activity profile. The FPSG uses the activity profile to identify the
Spacecraft Bus subsystems’ SN resource needs.

After validation of the activity profile, the FPSG generates a TDRSS schedule
request and sends it to the NCC, about 2 weeks before the target week. For about a
week after the submission of this TDRSS schedule request, the FPSG can negotiate
with the NCC for the best SN resource allocations. A week before the target week,
the NCC provides the active TDRSS schedule to the FPSG. Based on the TDRSS
schedule and other resource profiles, the FPSG builds a preliminary Spacecraft
activity schedule for the target week.

5.1.3 Daily Planning and Scheduling

The FPSG is responsible for overall coordination of daily Spacecraft operations
planning and scheduling activities. The CERES PI is responsible for reviewing the
daily Spacemaft operations plan.

Final scheduling has the objective of producing for the Spacecraft a detailed activity
schedule on which commanding will be based. Final scheduling is based on the
preliminary activity schedule and any new input that has been accepted since the
preliminary activity schedule was developed.

The FPSG combines the activity deviation lists, if any, with the corresponding
baseline activity profiles to produce instrument activity lists. The FPSG develops
the Spacecraft subsystem activity lists. Based on the instrument and Spacecraft
subsystem activity lists the FPSG, using EOC resources, generates a detailed activity
schedule for the Spacecraft. The FPSG can normally perform final scheduling
without any input from the CERES 1ST.

As in initial scheduling, the CERES PI can access scheduling information using the
1ST’

Scheduling conflict resolution is TBD.
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5.1.4 Planning Aids

Planning aids which pertain to long-term and daily flight planning activities will be
generated by the EOSDIS and PDF, and will be available to the CERES PI.

The planning aid access details are TBD and are the responsibility of the EOSDIS
Core Systems contractor.

5.2 Uplink Generation

The uplink generation process translates the Spacecraft detailed activity schedule,
instrument microprocessor loads, and other information to be stored into Spacecraft
command loads ready for uplink transmission. This process will be performed
using TBD procedures. The CERES PI is responsible for generating all CERES
control sequences which are used to implement planned instrument operations.
The FPSG is responsible for generating control sequences which are used to
implement planned Spacecraft Bus operations. The CERES PI is responsible for
ensuring that the CERES commands in the command database are current and
correct.

The CERES PI is responsible for defining CERES constraint checks, constraint
violation resolution ground rules, and for performing checks on CERES
microprocessor load sequences. Specific constraint check requirements for the
CERES instrument are defined in Appendix II.

The FPSG is responsible for coordinating the processing of Spacecraft and
instrument operating schedules into uplink loads. The primary point of contact
between the CERES PI and the Flight Operations Team is TBD.

Spacecraft commanding (real-time uplink commands, realtime microprocessor
loads to the instruments, real-time commands to the SCC, and stored SCC
commands) has the purpose of directing the spacecraft and instruments to perform
the activities as scheduled or as needed. This function has the following three
major activities:

a.

b.

c.

Normal commanding, which implements the Spacecraft Bus and instrument
activities that have been speafied in the Spacecraft detailed activity schedule.

Implementation of late changes to the scheduled course of activities as
necessitated by late changes to the Spacecraft detailed activity schedule.

Emergency/contingency commanding required for safe operations of the
Spacecraft Bus and instruments.
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Command assoaated activities also involve command data validation, command
verification, onboard memory management, and command history maintenance.

Stored SCC commands generated for CERES are typically composed of absolute time
commands. An absolute time command has associated with it a well-defined
execution time.

The assignment of command related
FOT are TBD. The FOT will uplink
approved plans and activities.

The FOT is responsible for uplinking

responsibilities for CERES to the PI and the
commands for CERES as specified by TBD

scheduled CERES command loads. The PI
may also reque& the FOT to initiate ~eal-time commands. The FOT is responsible
for generating, validating, and maintaining the command data for the Spacecraft
Bus subsystems. The SCC software is the responsibility of the Spacecraft Bus
contractor. The FDF provides the FPSG with required parameters for TONS
operations and orbit adjustment operations. The FPSG incorporates the appropriate
parameters into SCC-stored commands and SCC-stored Spacecraft tables.

5.3 Real-Time Operations

The Flight Operations Team is responsible for all aspects of real-time contact with
the Spacecraft. The ECS contractor, using EOC resources, is responsible for
processing real-time telemetry data to:

Determine the status of various Spacecraft systems.
Monitor the health and safety of Spacecraft Bus subsystems and each EOS
AM instrument.
Generate displays for use by the FOT.

The EOSDIS Core System contractor is responsible for 1ST display generation. The
method and implementation is TBD.

The FOT is also responsible for generating and transmitting all real-time
commands, for transmitting the stored command loads, and for verifying all uplink
transmissions. Specific uplink verification requirements for the CERES instrument
are defined in Appendix III.

The FOT is responsible for implementing the daily Spacecraft operations schedule
under normal circumstances, and for taking appropriate action to preserve
Spacecraft health and safety. The CERES PI is responsible for defining health and
safety monitoring and reaction procedures for the CERES instrument, and the
Flight Operations Team is responsible for implementing these procedures. Specific
CERES health and safety monitoring and action requirements are defined in
Appendix III and Appendix IV, respectively.
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The CERES PI is also responsible for advising the FOT of any changes in CERES
operating characteristics, capability, or in plans for CERES utilization which should
be factored into any aspect of real-time operations. The FOT is responsible for
advising the CERES PI (directly, or indirectly via the FPSG) of any departure from
planned operation of the CERES instrument.

5.4 Performance Verification

Verification of operational performance is required for all Spacecraft Bus subsystems
and the CERES instruments in order to maintain an up-to-date knowledge of
Spacecraft operating characteristics, capabilities, and limitations. Performance

verification results will be used in science data analysis/evaluation and as an input
to ongoing science and operational planning activities. The CERES pI is responsible
for verifying all aspects of CERES instrument performance, and the FOT is
responsible for verifying the performance of Spacecraft Bus subsystems throughout
the Spacecraft mission. The Software Development Faality (SDF), at the Spacecraft
contractor’s faality, will support the FOT in verifying Spacecraft Bus flight software
performance relating to on-board operation. The CERES PI is responsible for
CERES performance verification requirements. The FOT and CERES PI are both
responsible for advising the EOS-AM Science Team all/ any performance
verification results which are pertinent to the planning of future mission
operations.

The FOT is responsible for maintaining a log of all uplink activities, which includes
for each uplink activity the command data uplinked, the start and end times, and its
receipt by the C&DH. The FOT, using EOC resources, also maintains information
on whether stored command data are correctly stored in the SCC memory and
information on whether the SCC-stored commands are dispatched successfully to
the intended destination entities. For real-time commands, the FOT maintains
information regarding command execution by the Spacecraft Bus subsystems. The
FOT will verify CERES microprocessor loads via checksum or TBD method.

Similarly, the CERES PI is responsible for maintaining information on whether the
stored or real-time instrument commands are successfully executed by the CERES
instruments (Details are TBD). The CERES PI is also responsible for maintaining
information on whether the instrument microprocessor loads are correctly loaded
and executed (Details are TBD).

Command histories will be maintained by the FOT and CERES PI.

5.5 Database and Software Maintenance

The Spacecraft SCC and
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and database information which are subject to in-orbit maintenance. The EOC
computer systems will contain a database which supports command generation,
telemetry processing operations, and all ground system elements will contain
software subject to maintenance. The configuration of each software system and
database will be controlled with update procedures coordinated to maintain
consistency between the EOS-AM Spacecraft and ground system and between
various ground system faalities.

The ECS contractor will have overall responsibility for coordinating software and
database maintenance activities to insure system-wide consistency. The Software
Development Facility (SDF) will have responsibility for the Spacecraft Bus flight
software.

The ECS contractor is responsible for defining and verifying variable-parameter
modifications for the allocation of command storage memory within the SCC, and
for implementing SCC flight software and database modifications. The CERES PI is
responsible for maintaining all CERES instrument microprocessor software and
database contents for CERES.

The ECS contractor is responsible for maintaining all Spacecraft Bus subsystem
parameters within each ground system database and for maintaining the core
definitions of all individual commands within the EOC systems. The ECS
contractor is also responsible for maintaining the core definition of all dowrdink
telemetry functions within the EOC database for which EOC processing of any type
is required. The CERES PI is responsible for providing to the EOC the parameter
values which define all CERES commands and telemetry functions (e.g., serial
magnitude commands having specific bit patterns or variable sub-fields; telemetry
functions contained within an instrument-controlled format structure). The
CERES PI is responsible for defining all other ground system database information
updates which relate to the CERES instrument (i.e., command sequences,
constraints, verification procedures; activity definitions; telemetry calibration data,
limit-check threshold levels, derived function definitions, display formats).

The ESDIS Project is responsible for the maintenance of Code 500-supplied ground
system software, and the EOSDIS Core System contractor for implementing the
associated database modifications. The FOT is required to remain cognizant of
database content and status within the EOC. The ECS contractor will interact with
the CERES PI to implement any database updates which are pertinent to the CERES
instruments. The ECS contractor will provide the database manager software for
the EOC database.

5.6 Early Orbit Operations

The early orbit operations responsibility for performing various operational
functions in support of CERES flight operations are understood to be as follows:
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5.6.1 Launch - Orbit Acquisition Mission Phases

The CERES PI is responsible for defining any command sequences, EOC displays,
and contingency procedures which should be available during launch through the
Orbit Acquisition mission phase operations in order to assure the health and safety
of the CERES instruments. Specific CERES requirements for pre-activation
attention are defined in Appendix IV.

The launch vehicle places the Spacecraft in the injection orbit; and the Spacecraft
will sense separation (Spacecraft from launch vehicle). Data will be relayed from
the Advanced Range Instrumented Aircraft (ARIA) to the EOS Operations Center.
Figure 27 shows the Launch / Ascent phase timeline.

The Flight Operations Team will be responsible for the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry (Launch / Ascent speafic
display sets).

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored commands execution.

e. Spacecraft scheduling and planning.

During the Orbit Acquisition Initialization phase, a positive Spacecraft energy
balance and an S-Band communications link is established. A stable earth-oriented
attitude is attained and an onboard orbit estimate is obtained.

The Flight Operations Team will be prepared to take command and control of the
Spacecraft and are responsible for the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry (phase specific display sets).

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored commands execution.

e. Verify Earth acquisition.

f. Verify Solar Array deployment and solar tracking.

g. Verify High Gain Antenna deployment.
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During the Orbit Acquisition phase, the Spacecraft will perform a series of delta-V
maneuvers (significant change in velocity vector). The FDF and FPSG will be
responsible for calculating burn parameters, planning the delta-V maneuvers,
calculating the required firings, scheduling, and performing the maneuvers. Figure
28 shows a timeline of the planned maneuvers. Figure 29 shows ~ activity flow.

The Flight Operations Team is responsible for the Spacecraft operation and the
following activities:

a. Monitor Spacecraft Bus housekeeping telemetry.

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources

d. Verify stored commands execution.

e. Coordinate the Flight Dynamics Facility Delta-V data inputs to the EOC.

f. Verify on-board High Rate Spacecraft Recorder status.

g. Real-time command and control.

h. Spacecraft scheduling and planning.
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ORBtTACQIJJSITION MISSION PHASE
OPERATIONAL

, INITIALIZATION
PHASE

I -3 DAYS
(TBR)

SPACECRAFT
BUS

DAY 7 (TBR)

PRELIMINARY
CHECKOUT

+

OPERATIONAL ORBIT ACQUISITION
- ADJUSTMENTS -

● 8 to 12 Large Adjustment Burns. SPACECRAR
BUS

- Raise Perigee. CHECKOUT

Burns Will Be 15 min. to 20 min. INSTRUMENT
ACTIVATION

● Inclination Correction.

- Goal -- Maximize Time to Next inclination
Correction Maneuver.

- Plan To Slew Spacecraft 90” During Eclipse.
- Fire At Ascending Node.

One Burn will Be -12 min.

. Several Small Adjustment Burns.

- Eccentricity Vector Control.
- Semi - Major Axis Controi.
- Acquire Reference Ground Track.

Bums Wiii Be Calculated and Planned
by FDF and EOC.

. initial On-OrbJt Checkout

NOTE: This timeline is preliminary and as operational details are deveioped and
become availabie, updates will be made.

FIGURE 28 ORBIT ACQUISITION MISSION PHASE TIMELINE
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oRBIT ADJUST

NOTE:
8 TO 10 BURNS
ARE EXPECTED.

FIGURE 29 DELTA-V ACTIVITY FLOW

5.6.2 Activation

Spacecraft activation follows the launch through Orbit Acquisition phases, and
leads into orbital mission operations. Most activation events will occur over a
period of several weeks during the Operational Initialization phase. The CERES PI
will be responsible for all CERES activation plans, and is expected to provide the
CERES contribution to the initial Spacecraft activation plan. The FOT will be
responsible for the Spacecraft Bus activation plans and procedures.

The CERES PI or designated representative(s) will be present in the EOC during each
CERES activation event and will have direct responsibility for CERES activation
procedures within the EOC. The FOT will support the CERES PI or designated
representative(s) in implementing instrument activation procedures, and will
coordinate initial CERES operations with other Spacecraft Bus and instrument
activation events throughout this phase of operation. Specific requirements for
FOT and CERES PI support are TBD. Activities during CERES instrument
activation are defined in Appendix VI.
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The Flight Operations Team will be responsible for the activation and checkout of
the Spacecraft subsystems and the following activities:

a.

b.

c.

d.

e.

f.

a“

h.

i.

j.

k.

L

m.

n.

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify CERES instruments health and safety data.

Coordinate the CERES operations with the Instrument Team.

Monitor and verify Spacecraft Bus resources.

Spacecraft scheduling and planning.

Stored command table loads.

TDRS and EOS-AM Spacecraft ephemerides load.

Instrument microprocessor loads (if required TBS).

Memory dump verification (if required TBS).

Verify stored commands execution.

Coordinate the Flight Dynamics Facility data inputs to the EOC for
required Delta-V operations and TDRSS On-board Navigation System
(TONS).

Verify SSR status and management initialization (normal operation).

Spacecraft and Ground Systems operational phase readiness verification
and turn-over to the Spacecraft mature operations.

5.6.3 Transition to OrbitaI Operations

After the EOS-AM Spacecraft Bus and instruments are fully activated, Spacecraft
operations will transition into the Operational mission phase. When this occurs,
the normal daily flight operations planning and scheduling process will begin along
with normal ground system operations.

The FPSG will use the CERES baseline activity profile (provided before launch by
the CERES PI), unless an operations request containing an activity deviation list is
received from the CERES PI, to generate CERES instrument activity lists.
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5.7 Spacecraft Maneuvers

Several types of maneuvers will beexecuted bythe Spacemaft atpredefined points
throughout the EOS-AM mission. A nominal long-term schedule of maneuver
events will be available prior to launch, and will be maintained current along with
other long-term planning information. The EOS-AM Science Team will be
responsible for factoring the maneuver schedule into the long term science plan,
and for establishing overall compatibility between this schedule and planned
science operations. The FOT will be responsible for maintaining maneuver
schedule currency, and for notifying the EOS-AM Science Team (via the Project
Scientist) of maneuver schedule changes.

The FOT has responsibility for all maneuver operations. The FOT and FDF are
jointly responsible for the detailed planning of each Spacecraft maneuver and the
FOT is responsible for maneuver execution. For orbit adjust maneuvers, the FDF is
responsible for developing plans for corrective firings of the orbit adjust system and
also is responsible for providing planning aid and operational data updates to reflect
maneuver results. The FPSG will coordinate with the FDF to schedule speafic
maneuver events consistent with long term science plan intent and is responsible
for scheduling instrument operations to accommodate maneuver implementation.
The CERES PI is responsible for defining all maneuver accommodation
requirements (including special command sequences, EOC displays, etc.) for the
CERES instrument, for reviewing the maneuver operational plans, and for
advising the FOT, as appropriate, of any concerns regarding these plans. Specific
CERES requirements for Spacecraft maneuver accommodation actions are defined
in Appendix IV.

5.8 Special Observations

The FOT is responsible for coordinating with the CERES PI regarding any special
observation activities, such. as TBD, which may affect the CERES instruments.

Specific CERES requirements for special observation actions are defined in
Appendix IV.

5.9 Contingencies

In the event that a Spacecraft emergency situation develops, the FOT will be
responsible for taking whatever action is appropriate to preserve Spacecraft health
and safety. The GSFC Mission Operations and Data Systems Directorate is
responsible for providing DSN/GN/ WOTS resources if TDRSS service cannot be
utilized (the FOT will request these resources, if necessary). The FOT will utilize
emergency support, as available, to establish a safe Spacecraft configuration. First
priority will be given to mission critical functions (i.e., communications, power,
attitude control), and then to establishing a safe configuration for the EOS-AM
instruments and other Spacecraft Bus subsystems.
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The CERES PI is responsible for defining the safe/ surviva”ficonfiguration(s) for the
CERES instruments, and the command sequences necessary to establish that
configuration. Specific CERES requirements for contingency actions are defined in
Appendix IV.

If the Spacecraft enters Safe Mode or Survival Mode, the FOT is responsible for
verifying/establishing a safe configuration for each instrument and Spacecraft Bus
subsystem. The FOT will notify the CERES PI that the Safe Mode or Survival Mode
has interrupted normal operation, and of resulting CERES instrument status. The
CERES PI is responsible for advising the FOT of any need for further priority
attention to the CERES instruments. The CERES PI is also responsible for defining
any reactivation procedure to be followed in restoring normal instrument
operation. The FOT will be responsible for implementing all Safe Mode or
Survival Mode reaction and recovery operations. These actions will include:

a.

b.

c.

d.

e.

f.

g“

h.

Jrtitiate the appropriate contingency procedure.

Recover and analyze stored housekeeping / health and safety data from the
on-board data sto~age device (if possible):

Notify the CERES PI to coordinate
relate to instrument operation.

Notify cognizant engineering and

actions that may have or

management personnel.

will occur which

Request appropriate institutional support.

Analyze associated telemetry data available for problem isolation.

Initiate a corrective action plan if applicable.

Continue to monitor real-time telemetry if available, and log aIl events.

The FOT wiIl notify the CERES PI in the event an instrument health or safety
incident is discovered by the Flight Operations Team. The FOT will follow
predefine instructions as prescribed by the CERES PI. The FOT will have available
and maintain a set of “safing” commands provided by the PI. The CERES PI will be
responsible for evaluating the incident and advising the FOT of instrument status
and plans for resuming operations.

The FOT will be responsible for m-establishing the continuity of planned science
operations, as defined in the Spacecraft activity schedule, once the Spacecraft has
been returned to a normal operating configuration.

The CERES PI is responsible for
and EOC monitoring criteria for
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occur. The FOT will
be responsible for executing predefined monitoring and response procedures,
consulting with the CERES PI regarding instrument status, and further response
actions which might be appropriate. The FOT will advise the PI of CERES status
regarding operational planning activities which are currently underway and the
FOT is responsible for adjusting ongoing plans for CERES operation to
accommodate the situation at hand (in coordination with the CERES PI). The
CERES PI is responsible for defining command sequence, EOC procedure and any
other modifications necessary to reflect changes in CERES operational capability or
status whenever necessary throughout the EOS-AM mission.
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6 INTERFACE EXCHANGE ITEMS

The CERES PI exchanges information electronically with the EOC and the Flight
Operations Team by using the 1ST. The 1ST is connected to the EOC via the EOSDIS
computer networks. These networks are available around the clock, supporting the
exchange of information whenever it is required. The formats and forms for this
information exchange is the responsibility of the ECS contractor and is TBD.

6.1 Planning and Scheduling

The CERES PI may access any planning and scheduling products in the EOC. This
includes the long term plans, planning aids, the list of routine activities for the
instrument, the list of deviations for the instrument, the TDRSS schedule for the
Spacecraft, and the schedules for the other instruments and the Spacecraft Bus
subsystems.

The planning aids consist of information derived from predicted orbit information
and are identified in appendix 5.

The planning aids can display the information graphically or the information can
be listed in tabular form. Details are TBD.

The list of routine instrument activities can be reviewed by the CERES PI using the
1ST. This list is the activities that the CERES instruments normally perform over its
cycle (e.g., per orbit, per 16 day orbit cycle). It is initially defined prior to launch and
should be changed infrequently. Modifications should be discussed with the Flight
Planning and Scheduling Group (FPSG); modifications that impact the science data
collected need to be coordinated with the IWG and the project scientist.
Modifications to the instrument activity list are submitted via the IST to the FPSG
for inclusion in the planning and scheduling database after the proper approval.

The CERES PI can submit and review the schedule of deviations from the normal
activities. This schedule includes activities such as special calibrations and
microprocessor loads. These deviations should be provided to the FPSG a week
(TBR) in advance. Note that changes to the routine activities due to an instrument
or Spacecraft problem are handled as exceptions to the plans and schedules. The
schedule of activities and commands associated with recovering from an anomaly
will typically be developed over shorter time frames than those for normal
operations.

Quick look data, either housekeeping, instrument engineering, or science data,
must be identified during the scheduling process so that the secondary header flag
in the packet is set or the EDOS delivery orders for the delivery of the data from a
TDRSS session can be modified. The CERES PI will submit requests for quick look
data at least several days in advance to the flight planning and scheduling group
using the IST.
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6.2 Command Generation

Command generation includes real-time commands, SCC stored commands, and
commands/loads for the CERES microprocessors.

The CERES PI provides the instrument microprocessor software and tables to the
EOC for uplink, using the 1ST. Non-urgent information for uplink must be
provided at least two days in advance. The 1ST is also used to send the EOC the
command mnemonics required to implement any non-routine activity, such as the
commands to recover from an anomalous situation. The IST/EOC procedures and
protocols will insure that the transfer of information to be uplinked is authorized,
complete, and consistent.

The CERES PI will be capable of using the 1ST to review and/or approve the
command loads generated by the FOT in the EOC from the routine activity list and
the requested deviations from normal operations. Planning, scheduling, and/or
command products that must be approved by the CERES PI for routine and
anomalous operations are TBD.

6.3 Real Time Operations

Using the 1ST, the CERES PI may monitor the instrument and Spacecraft
housekeeping data as it is received in the EOC. The data maybe displayed using any
previously defined format that is in the operations data base. Formats for plots,
alphanumeric information, and graphic formats will be available.

The CERES PI may monitor the commanding process via the 1ST. Status
information will be available on which commands have been generated, which
have been successfully uplinked, and which have been issued to the instrument.
The verification that the instrument successfully executed the commands is the
responsibility of the CERES PI. Exceptions are to TBD by the ECS contractor and the
CERES PI.

6.4 Analysis

The CERES PI may use the 1ST to perform analysis on instrument and spacecraft
data. The housekeeping data can be plotted versus time or versus other
housekeeping parameters. Standard capabilities will include trend analysis, and
minimum/maximum/mean statistics.

The following 1ST functions are provided for instrument engineering, quick look
science data and other science analysis: TBD.

The analysis of health and safety data wiIl be limited to that received by the EOC,
and will include all real time housekeeping data and at least one orbit per day of a
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complete orbits worth of housekeeping data from the onboard SSR. If the CERES PI
needs housekeeping data from, a specific time of day, this must be requested in
advance.

In addition to housekeeping data the CERES PI will be able to use the 1ST to access
the EOC operations history log. This log contains a complete log of all significant
activities in the EOC, including the schedule, command and command verification
information, alarms and limit violations, and selected operator actions. About 7
days of operations history data will be kept in the EOC; older logs will be available
from the GSFC DAAC. The 1ST will provide the tools to extract data from the
operations history by time and type.

6.5. Operations Database

The CERES PI supplies the EOC with an operations data base prior to launch that
contains the instrument telemetry formats, command formats, procedures, limits,
constraints, and so on. The CERES PI may view this data base using the 1ST and
may submit requests for changes to the data base. The data base will be under
configuration control. The ECS contractor will be responsible for configuration
control and the details are TBD.

Urgent requests can be handled more expeditiously (details are TBD).

6.6 Other Interface Exchange Items

The 1ST will provide an electronic mail capability to support the general
communication between the CERES PI, other instrument teams, and the FOT
personnel in the EOC.

The 1ST provides a file transfer capability for the exchange of bulk data such as
microprocessor loads and dumps.

The CERES PI uses the 1ST to provide the EOC with periodic operations reports on
the status of the CERES instruments. Integrated reports on the Spacecraft and
instruments developed by the EOC will be available to the CERES PI via the 1ST.
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7 JOINT’ OPERATING PROCEDURES

The interface procedures which
operations are understood to be as

7.1 PI/EOC FOT Interface

will be followed in conducting CERES flight
follows:

The CERES PI and the Flight Operations Team
routinely regarding mission planning, uplink
verification matters and will interface as required

(see Figure 30) will interface
generation, and performance
regarding real-time operations.

The FOT and CERES PI will interface as app~opriate ~egarding CERES instrument
accommodations of Spacecraft maneuvers and contingency operations. The FPSG
serves as the primary point of contact for the CERES PI regarding all EOC
operations, and regarding all flight operations plans, planning aids, command
generation inputs and outputs, and performance reports which are pertinent to the
CERES instrument.

EIJGmJmwmMmM

Ez!iizl
On-line Operations Team(s)

I
Off-tine Engineering Group

I

EEEEl
I Instrument Operations Team

— ——
FIGURE 30 PI FACILITY/ EOC FOT INTERFACE

7.1.1 Daily Operations Planning

Under normal circumstances, the CERES baseline activity profile will be used to
develop the initial activity list 4-7 days before the corresponding operational period
begins. The CERES PI will provide exceptions, activity deviation lists, in the event
normal CERES baseline activities needs to be altered. The FPSG staff will coordinate
all operations planning inputs, and will keep the CERES PI advised of the timetable
for accessing plans to be reviewed, and for providing inputs and/or comments
regarding these plans.
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Command generation is performed by the FPSG using EOC resources. The FPSG
serves as the point of contact for all review comments related to command
generation processing.

7.1.3 Special Operations

The FPSG will notify the CERES PI whenever a Spacecraft maneuver operation is
being planned, or whenever a special operation (TBR) or contingency operation
which affects the CERES instruments occurs. The CERES PI will define CERES
requirements for accommodating the special operation and/or for resuming
normal operation when the special operation has concluded. Where real-time
operation is a factor, the FOT will represent the CERES PI in coordinating
implementation of appropriate real-time procedures. If a special operation disrupts
planned operations (e.g., contingency situation), the FOT will advise the CERES PI
of the disruption, and they will jointly define the procedure for restoring
operational plan continuity.

7.1.4 EOC Database

The FPSG will manage the availability of operations plans, planning aids, and
command generation processing inputs and outputs, and will coordinate with the
CERES PI regarding access to this information. The CERES PI will generate all
additions, deletions, and modifications to the EOC database for the CERES
instrument, and will notify the FPSG of each submission. The FPSG will
coordinate the database approval and update procedure required to incorporate each
change, and will notify the CERES PI when the change has been incorporated. The
CERES PI may then review the modified database, and will notify the FPSG of any
discrepancy which requires corrective action. The format to be used is TBD and is
the responsibility of the ECS contractor.

7.1.5 Microprocessor Load Verification

The FOT will transmit the CERES microprocessor loads and verify the loads via
checksum (TBR). If verification beyond a checksum is required or a checksum
capability is not provided, the CERES PI will verify that each microprocessor load
transmitted to the instrument(s) is properly received and installed within
microprocessor memory. When verification is prerequisite to instrument
scheduling, the CERES PI will notify the FPSG staff of load verification. When real-
time telemetry indications of microprocessor load acceptance are available, load
verification feedback may be provided by the Flight Operations Team at the
discretion of the CERES PI.
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7.2 PI/EOC Command Management Function Interface

The CERES PI will interface with the EOC through the IST interface defined in TBD.
The basic interface for information exchange will be via file transfer. The CERES PI
has access to EOC resident information and processing capabilities (details are TBD).

The CERES PI will interface procedurally with the EOC as follows:

7.2.1 Operations Plans

In support of flight planning activities, the CERES IX can access EOC information
via the 1ST. Any comments or proposed deviations to operational plans may be
flagged (TBR) for the FPSG attention.

7.2.2 Planning Aids

Short term planning aid data will initially appear within the EOC TBD weeks
beforehand, and will be updated at TBD intervals. Long term planning aids will be
updated as requested by the EOS-AM Science Team (normally for each long term
science plan update). Special planning aid data files may be assembled to contain
only data of interest to the CERES PI and transferred to the CERES 1ST. Planning
aid data will be updated within the EOC according to a (TBD) regular schedule.

7.2.3 Command Generation

Routine Spacecraft command generation processing will begin TBD hours before
the operational period, and must be completed no later than TBD hours
beforehand. The CERES PI will not interact directly with EOC Spacecraft command
generation processing.

7.2.4 Performance Feedback

Observed performance of the CERES instrument will be documented in feedback
reports which are transmitted in text form using the electronic mail capabilities of
the EOC and 1ST interface. Routine and speaal reports are generated by the CERES
PI at his 1ST, and are transferred to the EOC for posting. Performance reports will be
filed and archived by the FPSG.
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7.3 PI/FOT Interface

The CERES PI and the on-line operations team will interface to the extent that real-
time operations are significant to the CERES PI, and as required to exchange
instrument /Spacecraft Bus performance information or to supplement the routine
interface between the CERES Principal Investigator and the FPSG.

The CERES PI will interface procedurally with the FOT as follows:

7.3.1 Real Time Operations

For real-time operations, the on-line operations team (TBD) is the point of contact
for the CERES PI (TBR). In the event of an instrument anomaly, the CERES
instrument operations team (TBD) will coordinate with the on-line operations
team (TBD) for any actions required. The CERES instrument operations team (TBD)
will contact the CERES PI as soon as possible to review the situation and to define
any follow-up activities required.

7.3.2 Special Operations

The normal interface for handling maneuver accommodation, contingency
adjustments, and departures from planned operations involves the CERES PI and
the FPSG. The on-line operations team may, however, become involved in these
matters in lieu of the FPSG staff during non-working hours, especially under time-
critical circumstances. In such a case, the on-line operations team will handle
immediate concerns, with the FPSG staff handling longer-term and follow-through
aspects.

7.3.4 Initial Operations

During initial CERES activation, the CERES PI or delegate at the GSFC EOC will
work directly with the FOT. Flight planning and scheduling personnel will
interface with the CERES PI to perform the CERES planning and scheduling
functions.

7.3.5 Performance Verification

The CERES PI and FOT may exchange performance information regarding
instrument and /or Spacecraft operation in order to fully evaluate observed
performance and capability. A Spacecraft engineer from the FOT will serve as the
point of contact for Spacecraft performance verification inquiries.
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7.4 PI/D&iC Interface =—

The CERES PIwill interface with the DAACvia DMCtoolkits (that tieco-opwable
with the IST toolkit). DAAC toolkit details are TBD. The data processing interface
between ET(s) and the DAAC will also be ut~ized for flight operations fun~ions”

Details are TBD.

7.5 PI Access to Telemetry

The following guidelines define access to telemetry data for the CERES PI:

a. Telemetry data will be recorded continuously throughout the EO%AM

mission by the on-board High Rate Spacecraft Recorder. Data retrieval will be
obtained TBD per orbit.

b. Telemetry data will be acquired in real-time for approximately 20 minutes of
each orbit.

c. The on-line operations team will monitor all real-time contact intervals and
the telemetry data acquired will be processed in real-time. The EOC
computer will perform defined status determination, event detection and
limit-check processing, and will generate displays containing telemetry data
and processing results.
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8 IMPLEMENTATION AGREEMENTS

The following paragraphs describe the plans for implementing the data input to the
operational system to support CERES flight operations.

8.1 Flight Operations Database

The basic flight operations database will be provided by the Spacecraft contractor.
Database conversion, to the EOC system, will be the responsibility of the EOSDIS
Core System contractor. This database, containing commands, telemetry, and limits,
will be used for in-orbit flight operations.

8.1.1 Commands

Instrument commands will be placed in the EOC database. The database will
contain command capabilities identified by the CERES PI, with support from the
FOT and Spacecraft subsystem engineers. All flight operational commanding
required will be tested and demonstrated during Spacecraft Integration and Test.
The EOC command categories are TBD.

8.1.2 Instrument Telemetry

The CERES PI, with support from the FOT and Spacecraft subsystem engineers, will
identify telemetry point definitions required for flight operations and ensure their
telemetry points have been defined and tested/demonstrated during Spacecraft
Integration and Test.

8.1.3 Instrument

The CERES PI, with

Limits

support from FOT and Spacecraft subsystem engineers, will
ensure that the Spacecraft integration and test limit definitions are correct for in-
orbit flight operations. If not, new limits will have to be defined and the ECS
contractor will coordinate (Project approval and entry) the change to the Em
database.

The CERES PI with support from the FOT and Spacecraft subsystem engineers will
identify the specific reactions to be taken during all out-of-limit conditions (i.e. Red,
Yellow, and Delta limits). The FOT will document all out-of-limit reactions in the
TBD Plan.
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8.1.4 Database Approval

The CERES PI and Spacecraft subsystem engineers will access the database via 1ST to
review their appropriate section(s). Changes to the database will be submitted via
1ST maiL The PI and Spacecraft subsystem engineer will check the database to
ensure that the data is functionally and syntactically correct. After all of the database
information for their subsystem has been approved, the CERES PI will sign off on
his portion of the EOC database.

8.2 Operational Displays

The CERES PI, with support from the FOT and Spacecraft subsystem engineer, will
identify which displays are needed for in-orbit flight operations. Any displays
deemed necessary will be defined by the CERES PI and once approved, will be
entered or converted by the EOSDIS Core System contractor. The CERES PI with
support from the Spacecraft subsystem engineers, will assist the FOT with any
conversion problems (i.e. mnemonics, values, etc.). The mechanism for defining
pages and transferring Spacecraft integration and test pages to the EOC is TBD.

8.3 Operations Procedures

The CERES PI, with support from the FOT and Spacecraft subsystem engineers, will
establish what operational procedures are needed for in-orbit flight operations. The
CERES PI should keep in mind that I & T building blocks may have to be assembled
into contiguous functional activities that are of reasonable duration harmonious
with the in-orbit operational contacts. The FOT will review all completed
operational procedures for compatibility with flight operations such as procedure
duration, logical break points, etc.

8.3.1 EOC Definition

The FOT will furnish to the CERES PI a description of the EOC operations
procedures. In addition, the FOT will be available to answer questions regarding
EOC operations during operations procedure development.

8.33 I&T Procedures to EOC Operations Procedures Conversion

The conversion of procedures to the EOC will be the responsibility of the EOSDIS
Core System contractor and is TBD.
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8.3.3 I&T Databases to EOC Operations Databases Conversion

The conversion of databases to the EOC will be the responsibility of the EOSDIS
Core System contractor and is TBD.

8.3A Flight Unique Procedures

The CERES PI, with support from the FOT and Spacecraft subsystem engineers, will
identify any CERES instrument unique flight operations procedures. These

procedures will be created by the CERES PI with support from the Spacecraft
subsystem engineers and submitted to the FOT.

8.3.5 Procedure Submittal

The CERES generated operations procedures will be submitted to the FOT by one of
the following methods: TBD

Procedure entry, after approval, into the operational system will be the
responsibility of the EOSDIS Core System contractor and is TBD.

8.3.6 Approved EOC Procedures

Once the procedures have been reviewed and approved, they cannot be changed
without the NASA Mission Operations Manager’s (MOM) approval.

8.3.7 Procedure Verification

The FOT will review all operations procedures to verify the accuracy of the
directives and also the logic to the extent possible. The CERES PI with support from
the FOT and Spacecraft subsystem engineers will identify operations procedures that
require execution for verification. Prior to launch, the FOT will conduct a
scheduled verification of operations procedures that will include EOC execution
and transmission to the Spacecraft/instrument. Procedure verification details will

be the responsibility of the EOSDIS contractor and are TBD.

8.4 Narrative Procedures

The CERES PI, with support from the FOT and Spacecraft subsystem engineers, will
define any standard and contingency operating procedures needed for in-orbit flight
operations. These procedures will be defined by the EOSDIS contractor and are TBD.
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8.4S Standard Operating Procedures

The standard operating procedures will define the day-to-day operations of the EOS-
AM Spacecraft at the EOC.

These procedures will be baselined and procedure changes will require the NASA
Mission Operations Manager’s approval.

These procedures will be defined by the EOSDIS contractor and are TBD.

8.4.2 Contingency Operating Procedures

The contingency operating procedures will define the actions required by the FOT
during potential and credible anticipated non-nominal situations. Examples of this
category of procedures for the CERES instruments are:

a. Instrument requirements during Spacecraft safe mode and survival mode.
b. A procedure to be followed in the event of a CERES ALERT condition.

These procedures will be defined by the EOSDIS contractor and are TBD.
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10 SPACECRAFT CONTROLS COMPUTER INSTRUMENT
REQUIREMENTS

Specific requirements for interaction between the Spacecraft on-board computer and
the CERES instrument are understood to be as follows:

10.1 Stored Command Requirements

CERES stored command requirements are as follows:

10S.I Absolute ‘Time Commands

CERES requirements for Absolute Time Command utilization are TBD.

10.12 Relative ‘lime Command Sequences (RTCS)

CERES requirements for RTCS command utilization are TBD.

10.2 Telemetry Monitor (TMON) Requirements

TMON application to CERES is TBD.
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20 INSTRUMENT COMMAND PROCESSING REQUIREMENT

Specific command processing requirements for the CERES instrument are
understood to be as follows:

20.1 Activity Planning Requirements

Activity planning for CERES is as follows:

20.1.1 Activity Definition

TBD

20.1.2 Event Definition

TBD

20.1.3 Activity Scheduling

There are critical timing requirements for CERES commands or activities. Details
are TBD.

20.2 Constraint Check Requirements

TBD

20.2.1 Command Level

TBD

20.2.2 Activity Level

TBD
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20.2.3 Schedule Conflicts

The timing of CERES commands may be TBD to resolve schedule conflicts.

20.3 Real-Time Command Requirements

TBD

20.3.1 Utilization Plans

TBD

20.3.2 Command Generation Capabilities

TBD

20.3.3 Transmission Requirements

There are no unique requirements for transmitting real-time CERES commands.

20.4 Microprocessor Load Handling Requirements

TBD

20.4.1 Uplink Message Structures

TBD

20.4.2 Transmission Requirements

Each microprocessor load is created as a unit, and should be transmitted in complete
form. If retransmission is necessary, the complete load should be retransmitted.

20.5 Command Database Requirements

TBD
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20.5.1 Command Definition

TBD

20.5.2 Unique Command Structures

None have been identified for CERES.

20.5.3

TBD

20.5.4

TBD

20.5.5

TBD

20.5.6

TBD

Activity Definitions (EOC Command Management)

Stored Command Sequences (EOC Command Management)

Real-Time Command Sequences (EOC)

Utilization Constraints
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30 TELEMETRY PROCESSING REQUIREMENTS

Specific requirements for the processing of real-time CERES telemetry data are
understood to be as follows:

30.1 Decommutation Requirements

All telemetry required by the EOC to support instrument early orbit operation and
activation are assumed to be defined in the I&T databases to be transferred to the
EOC.

30.1.1 Engineering Telemetry Format

CERES telemetry formats are TBS.

30.102 Science Telemetry Format (20 kbps)

CERES telemetry formats are TBS.

30.2

TBD

30.3

TBD

30.3.1

TBs

30.302

TBD

Derived Function Generation Requirements

Status Determination Requirements

Mode Definition

Event/Mode-Change Detection
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30.4

TBD

30.4.1

TBD

30.4.2

Uplink Verification Requirements

Command Verification

Microprocessor Load Verification

CERES microprocessor load transmissions will be verified by the FOT with a check
sum or TBD method.

The CERES PI will verify microprocessor loading in the instrument.

30.5 Health and Safety Monitoring Requirements

CERES health and safety will be monitored in the FOT. The CERES PI will identify
critical instrument health and safety parameters along with their limits. The
CERES PI may monitor the CERES instruments health and safety at a his facility if
desired.

30.5.1 Limit Check Requirements

TBD

30.5.2 Alarm Requirements

Alarms are required when yellow or red limits are reached. Other conditions are
(TBD).

30.6 Display Generation Requirements

TBD

30.6.1 Parameter Calibration

TBD

CERES IFOU Preliminary 8/23/9399



20043113

26 August 1993

30.6.2

TBD

30.6.3

TBD

30.6.4

TBD

30.7

TBD

30.7.1

TBD

30.7.2

TBD

30.73

TBD

30.7.4

TBD

30.7.5

TBD

CRT Page Display

Strip-Chart Recorder Displays

Hardcopy Outputs

EOCTelemetry Database Requirements

Telemetry Function Definition

Derived Function Definition

Mode/Event Definition

Limit Check Thresholds

Alarm Generation Criteria
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30.7.6 Command Verification Criteria

TBD

30.7.7 Display Definition

TBD

30.7.8 Calibration Parameters

TBD
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40 OPEIWTIONAL ACTION REQUIREMENTS

Speafic CERES requirements for operational action under specified conditions are
understood to be as follows:

40.1 Contingency Action Requirements

TBD

40.1.1 Emergency Power-Down

The emergency power down sequences for CERES are TBD.

40.1.2 Limits/Alarm Reaction

TBD. Out-of-limits conditions will be reported to the CERES Principal Investigator.
Out of limit conditions are (TBD).

40.1.3 Spacecraft Safe Mode (SCC runnin g)

TBD.

40.1.4 SCC Halted

TBD

40.1.5 Other On-Board Processors Halted

TBD

40.1.6 Uplink Transmission Failure

TBD

40.2 Preactivation Requirements

TBD
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40.3 Spacecraft Maneuver Accommodation

The plan for CERES operation during Spacecraft maneuvers is TBD.

40.3.1

TBD

40.4

TBD

40.5

TBD

Orbit Adjust

Alignment/Calibration Requirements

Special Observation Requirements
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50 PLANNING AID REQUIREMENTS

A standard set of orbital parameters and selected orbital events will be generated by
the FDF and transferred to the EOC (and TBD) where the CERES Principal
Investigator can access the data for planning purposes and for use in the generation
of any additional unique planning aids required. The accuracy of the data shall be
the best possible.

The following are example summaries of the long term and short term data to be
provided. The actual data to be selected for CERES use is TBD. Details associated
with these TBD parameters are defined in TBD.

50.1 Parameter Definition

TBD

50.1.1 Long Term

The long term aids to be used by CERES is TBD.

The following is an example summary of long term aids:
EOS-AM Orbital Characteristics

:

c
d.
e.
f.

g“

Brouwer mean orbital elements
Solar beta angle
Direction of S/C flight
Local mean Sun time
S/C ascending node
Length of TBD day and night
Length of S/C day and night

Ephemeris:
a. Solar
b. Lunar
c. Planetary

Star Catalog
a. Ascending Node Prediction
b. Longitudinal spacing and precession rate.

Solar Eclipse predictions.
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50.102 Short Term

The short term aids to be used by CERES is TBD.

The following is an example summary of short term aids:

Spacecraft ephemeris
Brouwer mean orbital elements.
Redicted Orbit Adjust time
Solar Eclipse predicts.

Orbital Events

:

c.
d.
e.
f.

g“
h.
i.

Ascending and descending node
Spacecraft nadir sunrise and sunset terminator crossing

Terminators (both) for TBD degree line of sight at TBD ~titude
South Atlantic Anomaly entrance and exit.
Sunset and Sunrise at TBD altitude.
Yaw and elevation angle to sun TBD-seconds before sunset
Yaw angle to sun at sunrise for TBD altitude.
Grazing sunrise begin/sunset end event
Grazing sunrise end event

Solar Beta Angle.

50.2 Parameter Specifications

The CERES unique specifications for planning aid parameter are TBD

50.2.1

Nominal.

50.2.2

Nominal.

Information Accuracy

Data Recision
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50.2.3 Data Frequency

Nominal.

50.3 Information Handling Requirements

The CERES PI will access planning and scheduling tools via his 1ST. Details are
TBD.

50.3.1 Format

Standard IST/EOC interface file format, per TBD.

50.32 Packaging

Standard (i.e., time-annotated date file).

50.4 Access Timeline Requirements

CERES plans to access planning and scheduling aid data on a TBD basis.

50.4.1

Nominal
schedule;

50.42

Nominal

Lead lime

(i.e., long term parameters consistent with long-term
short-term parameters TBD days/hours beforehand).

Retention

science planning

(i.e., long term parameter projections throughout mission, short-term
parameters until current).
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60 SPECIAL ACTIVATION REQUIREMENT

Specific requirements for activation of the CERES instrument are understood to be
as follows:

60.1 Commanding Requirements

Predefine in the database (I&T and EOO commands required for activation and
normal operations.

60.1.1 Special Command Sequences

At least TBD command sequences will be required for the initial activation
checkout steps planned for the CERES instruments.

60.1.2 Special Command Constraints

The EOC TBD mode transmission shall be used for all CERES commands not
defined in the database.

60.1.3 Real-time Command Generation

There are TBD special real-time command generation requirements for CERES
activation. All normal real-time command generation capabilities (defined in 20.4)
are required.

60.1.4 Special Command Transmission Requirements

TBD.

60.2 Telemetry Processing Requirements

TBD

60.2.1 Special Telemetry Formats

There is are no speaal telemetry formats

- CERES IFOU Preliminary
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60.22 Special Processing Functions

TBD

60.2.3 Special Processing Parameters

TBD

60.2.4 Special Displays

CERES science functions are to be displayed in TBD.

60.2.5 Strip Chart Recorder
TBD

60.3 Remote Support Coordination Requirements

TBD

60.3.1 Quick-look Playback Handling

Access to quick-look data will be provided via the TBD.

60.3.2 Voice Communications

Voice communications will be required between the CERES instruments activation
position within the EOC and the CERES remote. terminal facility throughout CERES
activation.

60.4 Facility Requirements

The CERES PI requires access to TBD standard instrument activation position
within the EOC, and standard office-type working space and services for a TBD
activation staff.
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70 ABBREVIATIONS

ACE .......................................... Attitude Control Electronics
ADAC ...................................... Attitude Determination and Control
APID ........................................ Application Process Identifier
ARc ......................................... Ames Research Center
ARIA ........................................ Advanced Range Instrumented Aircraft
ASTER ..................................... Advanced Spaceborne Thermal Emission and

Reflection
ATC .......................................... Absolute Thiie Command

BDD .......................................... Baseline Description Document
BDU ......................................... Bus Data Unit

C&DH ...................................... Command & Data Handling
CADU ...................................... Channel Access Data Unit
CCSDS ..................................... Consultative Committee For Space Data Systems
CERES ...................................... Clouds and Earth’s Radiant Energy System
aTu ........................................ Command Link Transmission Unit
CMD ......................................... Command
COMM ..................................... Communications Subsystem
CSMS ....................................... Communication and System Management Segment
cm ...................... .................. Command and Telemetry Interface Unit
C&T .......................................... Command and Telemetry

DAA .........................................
D&lC ......................................
DADS .......................................
DAP ..........................................
DAR ........................... ..............
DAS ..........................................
DB ..............................................
DCU .........................................
DDL ...........................................
DMU ............................ ............
DP ..............................................
DSN .........................................

Data Acquisition Assembly
Distributed Active Archive Center
Data Archive and Distribution System
Data Acquisition Processor
Data Acquisition Request
Direct Access System
Direct Broadcast
Data Control Unit
Direct Downlink
Data Memory Unit
Direct Playback
Deep Space Network

ECOM ...................................... EOS Communication Network
ECS ........................................... EOSDIS Core System
EDOS ........................................ EOS Data and Operations System
EDU .......................................0.. Error Detection and Correction Data Unit
EOC ............................................. EOS Operations Center
EOS ........................................... Earth Observing System
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EOS-AM ..................................
EOSDIS ....................................
EPS ...........................................
ESDIS .......................................
ESN ..........................................

FDF ...........................................
FDIR .........................................
FIFo .........................................
FOS ...........................................
FOT ..........................................
FOV ..........................................

........................................

GIIS ..........................................
GN ............................................
GN&CS ...................................
GSFC ........................................

HGA .........................................

I&T .........................................
ICC ............................................
ICD ...........................................
ICI? ............................................
IFou ........................................

...........................................
IR ..............................................
IST ............................................
IWG .........................................

JPL ‘............................................

Kbps
KSA

L~P
LTSP

... ................ .............. ........

.... .... .... ........ .............. ...... ..

.. .... .... ........ .... .................. ..

. .... ........ .. .... ...... .... ........ .. ..

MAM .......................................
Mbps ........................................
MISR .......................................
MO&DSD ................................
MODIS .....................................
MOM .......................................
MOPllT ..................................
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Earth Observing System - 10:30 descending node orbit

EOS Data and Information System
Electrical Power System
Earth Science Data and Information System
ESDIS Science Network

Flight Dynamics Facility
Failure Detection, Isolation and Recovery
First In First Out
Flight Operations Segment
Flight Operations Team
Field of View
Flight Planning and Scheduling Group

General Instrument Interface Specification
Ground Network
Guidance, Navigation and Control Subsystem
Goddard Space Flight Center

High Gain Antenna

Integration and Test
Instrument Control Center
Interface Control Document
Instrument Control Processor
Instrument Flight Operations Understanding
Information Management System
Infrared
Instrument Support Terminal
Investigator Working Group

Jet Propulsion Laboratory

Kilobits per Second
Ku-Band Single Access

Long Term Instrument Plan
Long Term Science Plan

Mirror Attenuator Mosaic
Megabits per Second
Multi-angle Imaging Spectro Radiometer
Mission Operations and Data Systems Directorate
Moderate Resolution Imaging Spectrometer
Mission Operations Manager
Measurements of Pollution in the Troposphere
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MSFC ....................................... Marshall Space Flight Ce;ter

NASA ...................................... National Aeronautics and Space Administration
NASCOM ............................... NASA Communications Network
NCC ......................................... Network Control Center
NIR .......................................... Near Infrared
NSI ........................................... NASA Science Internet

P/B ........................................... Playback
PGS ........................................... Product Generation System
PI ............................................... Principal Investigator
PSCN ....................................... Program Support Communications Network

R/T ........................................... Real-Time
........................................ Random Access Memory

ROM ........................................ Read only Memory
Rs ............................................ Reed-Solomon
RTCS .......... .............................. Relative Time Command Sequence

SAR .......................................... Schedule Add Request (TDRSS)
Scc ........................................... Spacecraft Controls Computer
SCF ........................................... Science Computing Facility
SDF ........................................... Software Development Facility
SDPS ........................................ Science Data Processing Segment
SCT ........................................... Stored Command Table
SFE ........................................... Science Formatting Equipment
SMA ......................................... S-Band Multiple Access
SMC ......................................... System Management Center
SN ............................................ Space Network
SSA ........................................... 9Band Single Access
SSR ........................................... Solid State Recorder
STGT ........................................ Second TDRSS Ground Terminal
SWICS ..................................... Short Wave Internal Calibration Source
mm ....................................... Short Wave Infrared

TBD .......................................... To Be Determined
TBR .......................................... To Be Reviewed
TBS ........................................... To Be Supplied
TDRS ....................................... Tracking and Data Relay Satellite
TDRSS ..................................... Tracking and Data Relay Satellite System
TL ............................................. Team Leader

......................................... Telemetry
TMON ..................................... Telemetry Monitor
TOD .......................................... Time-of-Day
TONS ....................................... TDRSS Onboard Navigation System
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Usccs ..................................... User Spacecraft Clock Calibration System

UTc .......................................... Universal Time Code

VCID........................................Virtual Channel Identifier

VCDU ...................................... Virtual Channel Data Unit
....................................... Visible and Near Infrared

WOTS ......................................Wallops Orbital Tracking Station
WSGT ...................................... White Sands Ground Terminal
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PURPOSE
=—

The Mechanical Interface Control Drawing (MICD)Tables,20008822, Whenexecuted, in conjunction tt
the MICD Drawing, 20008821, represents an agreement of the detailed implementation of the mechamca
interface between the Eadh Observing System (EOS) AM Spacecraft and the Clouds and the Earth’:
Radiant Energy System (CERES). These two drawings, together with Thermal Interface Control Drawin{
(TICD), 20008823, the Electrical Interface Control Drawing (EICD)Schematic, 20008824, EICD Ttiles
20008825, Integration and Test Interface Control Drawing (l&T [CD), 20008826, and Command and Da
Handling Interface Control Drawing (C8LDHICD),20008827, describe the details of the interfaces betwes
the EOS-AM Spacecraft and CERES. The topievel instrument Interface Control Drawing (lCD)
20008820, provides the instrument ICD tree and revision status for all subtier instrument [CDS.

SCOPE

The MICD Tables in conjunction with the MICD Drawings contain information necessary to develop th(
spacecraft configuration, for structural and mechanical studies, and during l&T for verification c
installation and alignment. The MICD Tables describe the instrument mass properties, mechanisms, finit~
element model (FEM), flight and launch accountability kit items, and alignment data. The MICD Drawirv
contains the instrument component outline drawings; science and calibration fields of view; mounting
electrical, and thermal hardware definition; and instrument ground support equipment attachment.
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1.

2.

3.

4.

5.

6.

7.

8.

MICD TABLES =—

The relationship among the instrument, spacecraft, and launch vehicle coordinate
systems is shown pictorially in Figure 1.

The conversion among coordinate systems at the instrument origin is shown in Table 1.

Launch and on+xbit configuration mass properties are shown in Tables Ila and Ilb.

The CERES mechanisms are listed below. Mechanism characteristics are provided in
Table Ill. Corresponding torque, linear force versus time, and angular momentum
profiles are provided in Figure 2 identified by the same lower case alpha character.

a. Main Apetiure Cover
b. Solar Calibration Aperture Cover
c. Azimuth Gimbal
d. Elevation Gimbal
e. Azimuth Caging Brake Mechanism

The finite element model which will be used by both the Instrument and Spacecraft
Providers is identified in Table IV.

The instrument and associated spacecraft flight items are listed in Table V.

The contents of the launch accountability kit are identified in Tale VI for both flight and
non-flight items.

The launch accountability kit contains each item not installed prior to shipment to the
launch site and which must be installed before flight. Space is allocated for each item
which must be removed before flight. Thus the launch accountability kit provides the
means to verify that all items which must be installed before flight have been installed
and all items which must be removed before flight have been removed.

The alignment offset among the instrumerlt boresight, all alignment cubes, and the
instrum&t and drill templat~ mounting plane and h~le pattern-is shown in Table V1l.

\
Size Code ldeni No.
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@ERES

Figure 1. Coordinate System

Table 1. Reference Coordinate Systems

Local
Coordinate Coordinates (mm)

System

CERES-Fore xl= 0.00 YI = 0.00 Z[ = 0.00
(see Note 1.)

Spacecraft xs/c = 991.6 Ys/c = -598.4 zs/c = 1174.1

Launch )(L~””dlv=hi~~= YkU~~ vehid& z~””dl v~hid~=
Vehicle (TBD 002) (TBD 002) (TBD 002)

CERES-Aft xi= 0.00 Y[ = 0.00 ZI = 0.00
(see Note 1.)

Spacecraft x~c = 244.6 Ys/c = 175.0 Zsfc = 1174.1

Launch kunch Vehicle= y~”ndl Vehicle= Zbunch Vehicle=
Vehicle (TBD 003) (TBD 003) (TBD 003)

1. See 20008821, Sheet 1 for location of instrument oriqin. \
Size
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Table Ila. Mass Propeties - Launch/Stowed Configuration (See Note 2.)

2.

3.

4.

5.

Mass (%) Estimated
(kg) (Estimated Center of Mass

(See Note 3.) (Calculated (mm)
(M)easured (See Notes 3.&

4.)

CERES-Fore I I
46 E x=-3

Serial No.
I I

37.53 54 c
I
Y=195

(TBD 004) I I M IZ=280

CERES-Aft 46 E x=-3

Serial No.
I I

37.53 54 c
I
Y=195

(’TBD004) I !M ]Z=280

I
Estimated

Inertia Matrix (kg+n2) * (TBD 005)%
(See Notes 3.& 5.)

CERES-Fore

Seriai No. Ilyx= -0.01 Iiyy= 1.55pyz= -0.02

CERES-Aft I in = 1.35 [ I)(y = +.01 i== -0.01

Seriai No.
I

iy)( = -0.01 I Iyy= 1.55 li~= -0.02

(TBD 004) I in = -0.01 I in= -0.02 I iz s 0.85

Launch/stowed configuration mass properties as of November 19,
1992.

Mass, center of mass, moments of inertia, and products of inertia
in stowed configuration at end of life are the same as in
launch/stowed configuration at beginning of life.

Center of mass is specified with respect to instrument origin. (See
20008821, Sheet 1)

instrument moments and products of inertia are specified about
axes paraiiel to the instrument axes and passing through the
instrument center of mass.

Size Code Idenl No.

A 49671 20008822

sheet 11
■ ✌ 1
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Table Ilb. Mass Properties- On-rblt Configuration (See Notes 6. & 8.) (TBR 001)

6.

7.

8.

CERES+ore

Serial No.

(TBD 004)

CERES-Aft

Serial No.

(TBD 004)

Mass
(kg)

(See Note 6.)

37.53

37.53

(%) Estimated
(Estimated Center of Mass
(Calculated (mm)
(M)easured (See Notes 4.&

7.)
m

46 E

54C IY= 195

M Z = 280
■

54C IY= 195

M IZ=280I

I
Estimated

Inertia Matrix (kg+?) * (TBD 005)%
(See Notes 5.& 7.) ‘

m

CERES-Fore I In = 1.35 I Ixy= -0.01 [ I)Q= -0.01

m ■

CERES-Aft I In = 1.35 II)(y= -0.01 I I)(z= +.01

On-orbit (all covers open) configuration mass properties as of
November 19,1992. “ -

Mass, center of mass, moments of inertia, and products of inertia
in on-orbit configuration at end of life are the same as in on-orbit
configuration at beginning of life.

On-orbit configuration consists of nominal cross-track mode with
Main Aperture Cover open, Solar Aperture Cover open, and
Azimuth brake applied.

size Code kid No.

A 49671 20008822

sheet 12
N 1 #

ASD-EW2051349
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Table Ills.’ Mechanism Characteristics - Main Aperture Cover

Location See 20008821 Sheet 2

Operation Open position for all science and
calibration modes; closed position for
launch/early orb~ r~losed on orbit
for protection against high contam-
ination conditions. Actuated by stepper
motor with 60:1 reduction driving
Ieadscrew to produce translational
cover motion.

Mass being moved (kg) Meaatmt, (C)atiated, (E)stirnatad0.2966 * 0.05 kg (C)

Inertia (kg-m2) (See Note 9.) (TBD 006)

Cycle duration (see) 3360 sec (See Note 10.)

Maximum impulse (N--sac) (TBD 007)

Wep frequency (see) 100 steps/see

Amplitude (TBD 007)

Finite element model node number (TBD 008)

Vlechanism profiles See Figure 2a

-

9. Two halves of cover move simultaneously in opposite directions.

10.Cycle duration defined as time required to open cover from closed
position or close cover from open position.

Size CMe I&nt No.

A 49671 20008822
1

I I sheet 13
ASD-EW 2051 349



Table Illb. Mechanism Characteristics -SolarCalibration Aperture Cover

Location See 20008821 Sheet 2

Operation Open position for all science and
calibration modes; closed position for
iaunch/early orbfi re+30sed on orbit
for protection against high contam-
ination conditions. Actuated by stepper
motor with 80:1 reduction driving cover
pivot shaft.

Mass being moved (k@ (M)=uA, (c)aiculated,(E)atimatad0.089 * 0.05 kg (C)

Axis of rotation X axis (See Note 11.)

Center of mass about point of rotation x= 0.0 (c)
(with respect to instrument origin) (mm) Y= 13.88 (C)
[M)eaeurad,(C)akalated(E)sthnated z= 377.63 (C)(See Note 12.)

Inertia (kg+n~ 3.034 x 10A (TBR 002)

Torque (N+) (TBD 009)

Cycle duration (see) 45 sec (See Note 13.)

Maximum impulse (N-m+ec) (TBD 009)

Step frequency (see) 100 steps/see

Amplitude ~BD 009)

Finite element model node number (TBD 010)

Mechanism profiles See Figure 2b

I

I

I
!wtes,

11.The solar calibration aperture cover rotation axis is always parallel
to the Instrument/Spacecraft mounting surface. It is parallel to the
X axis during normal cross-track scan.

12. Reported at closed position.

13.Cycle duration defined as time required to open cover from closed
position or close cover from open position.

Size

A
codaIdent No.

49671 20008822

ASlkEW 2051 =



Table Inc. Mechanism Characteristics -Azimuth Gimbal

Location Between pedestal assembly and optical
sensor head.

Operation Caged for launch, safe mode and
survival; stationary for solar calibration
and cross-track mode; continuous for
biaxial mode. Brief operations when
achieving cross-track and solar
calibration orientation.

Mass being moved (kg) fMPwti, (chw~ted, (E)eth~tecI 17.654 * 0.05 kg (C)

Axis of rotation Z axis

Center of mass about point of rotation x= -6.94 (c)
(with respect to instrument origin) (mm) y. 195.47 (c)
(M)easured, (Calculated, (Estimated z= 421.87 (C)

Inertia (kg-m~ 2.71 X 10_I (TBR 003)

Torque (N-m) (TBD 011)

Cycle duration (see) 30-45 sec (See Note 14.)

Maximum impulse (lWn-see) (TBD 011)

For continuously rotating parts (TBD 012)

Dynamic Imbalance (kg-mm~

Static Imbalance (kg-mm)

Residual Momentum (N+n-see) ~

Step frequency (see) Steady-state rate in range of 4-6
deg/sec including endpoints. Rate is
ground commendable in 0.1 deg/sec
increments.

Amplitude (TBD 011)

Finite element model node number CEREHore -350415
CERES-Aft -351415

klechanism profiles See Figure 2c-I and 2c-2

14.Cycle duration defined as time required for azimuth gimbal to rotate
180degrees, from one endpoint to the opposite endpoint of the scan
ranae.“

b

Size Ooda Idant No.

A 49671 20008822

sheet 15



Table Illd. Mechanism Characteristics- Elevation Gimbal

Location Between pedestal assembly and optical
sensor head.

Operation Caged for launch, safe mode, and
survival. Continuous operation for all
other modes.

Mass behg moved (kg) WWti (C)atiated, (EWWW 1.554 * 0.05 kg (C)

Axis of rotation X axis (See Note 15.)

Center of mass about point of rotation )(. 19.52 (C)
(with respect to hmtrument origin) (mm) y. 188.22 (c)
(M)e9aured,(C)aloulated,(EMhnated z. 475.99 (C) (See Note 16.)

Inetia (kg-rn~ 1.53 x 1@ (TBR 004)

Torque (N-m) (TBD 013)

Cycle duration (see) 6.6 sec (See Note 17.)

Maximum impulse (N-m-see) (TBD 013)

Step frequency (see) 63.5047 deg/sec (Slew 255.496
deghec)

Amplitude (TBD 013)

Finite element model node number CERE&Fore -360420
CERES-AfI - S!51420

Mechanism profiles See Figure 2d-1, 2d-2, and 2d-3

15.The elevation gimbal rotation axis is always parallel to the
lnstrumenUSpacecraft mounting surface. It is parallel to the X axis
during normal cross-track scan.

16. In nominal cross-track mode.

17.Cycle duration defined as time interval between a positional point
and return to the same positional point on a scan position vs. time
profile.

\
&

Size Ode Idenl No.

A 49671 I 20008822

Shaei 16
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Table Ille. Mechanism Characteristics- Azimuth Caging Brake

Location Between pedestal assembly and optical
sensor head.

Operation The azimuth brakekaging pawl
assembly is rotated by a stepper motor
actuator with 80:1 reduction to engage
or release either the brake or the caging
pawl. The assembly is in the caged
position for launch and early on orbit. It
is rotated to the free position for any type
of azimuth motion and rotated to the
brake position for any inflight operation
requiring stationary azimuth operation
such as cross-track scan or solar
calibration. Actuator detent torque
holds the brake/pawl assembly in any of
the three positions without actuator
power.

Mass being moved (kg) (MjwIumd, (c)atiiated, (Estimated 0.590 * 0.05 kg (C)

Axis of rotation Z axis

Center of mass about point of rotation x= 0.0 (c)
[with respect to instrument origin) (mm) Y= 327.76 (C)
:M)eaaurad,(C)alculatad,(E)Stilll&d Z= 242.69 (C)

Inertia (kg+~ 2.43 x Id (TBR 005)

Cycle duration (see) 1.6 sec (See Note 18.)

Maximum impulse (N+n-see) (TBD 014)

Step frequency (see) 100 steps/see

Amplitude (TBD 014)

Finite element model node number (TBD 015)

Mechanism profiles See Figure 2e-1 and 2-2

Notes:

18. Cycle duration defined as the time required to rotate the
brakekaging pawl assembly from one position to an adjacent
position in the three-position range.

ASD-EW 2051 349



(TBD 016)

Figure 2a. Mechanism Profiles -Main Aperture Cover
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Figure 2b. Mechanism Profiles - Solar Calibration Aperture Cover
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(TBD 018)

ASD-EW 205134S

Figure 2c-2.
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Figure 2+1. Mechanism Profiles - Azimuth Caging Brake - Biaxial/Cross-Track
Mode
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(TBD 020)

Figure 2-2. Profiles - Azimuth Caging Brake - Biaxial/Solar
Calibration Mode
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Table IV. Finite Element Model

Revision

Preliminary 1st Revision

Date 2/28/92

File name CERES_USFBDA.DAT

Grid/EIementi 350,001
Property
ID Range 35$399

Coordinate 676
ID Range

;:9

First Mode 114.18 Hz
Frequency (Hz)

\
Size Code Icbnt No.

A 49671 20008822

--- -.... . . - - .
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Table V. CERES Flight Items’ (’TBD021)

Item Part No. Supplier Qty

CERES - Fore (TBD 004) TRW 1

CERES - Aft (TBD 004) TRW 1

● Where the majority of the table information is TBD, the entire table
has been identified as TBD in the table title. T~le information will
be filled in as it becomes available.

size Code Icht No.

A 49671 20008822

MEW 2051 349
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Table VI. Launch Accountability Kit (TBD 022)

Item Drawing # Flight Non-Flight

Size Codekid No.

A 49671 20008822

ASD-EW 2051 3-S9
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Table W. Alignment Data

Alignment Offset (arc-second)
(see Note 19.)

From TO 0)( ey 92

‘nstrument Boresight Instrument Alignment Cube (TBD 023) ~ (TBD 023) (TBD 023)

Instrument Alignment Cube Instrument Interface Cube (TBD 023) (TBD 023) (TBD 023)

Instrument Interface Cube Spacecraft Master Reference (TBD 023) (TBD 023) (TBD 023)
Cube

Instrument Alignment Cube Instrument Mounting Plane & (TBD 024) (TBD 024) (TBD 024)
Hole Pattern .

Drill Template Alignment Cube Drill Template Mounting Plane (TBD 024) (TBD 024) (TBD 024)
& Hole Pattern

NM9w

19. Entries are offsets between the nominal instrument and spacecraft axes as defined in Figure 1.
I‘1
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Table Vlll. Reference Documents*

Document Number Date Document Title Source

● Table information will be filled in as required.

size Code Idenl No.

1A 49671 I 20008822

1
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PURPOSE

The Thermal Interface Control Drawing (TICD), 20008823, when executed, represents an agreement of
the detailed implementation of the thermal interface between the Eafih Observing System (EOS) AM
Spacecraft and the Clouds and the Earth’s Radiant Energy System (CERES). This drawing, together
with the Mechanical Interface Control Drawing (MICD) Drawing, 20008821; MICD Tables, 20008822:
Electrical Interface Control Drawing (EICD) Schematic, 20008824; EICD Tables, 20008825; Integration
and Test Interface Control Drawing (l&T ICD), 20008826; and Command and Telemetry Interface Contro
Drawing (C&T ICD), 20008827; describe the details of the interfaces between the EOS-AM Spacecraft
and CERES. The toplevel instrument Interface Control Drawing (lCD), 20008820, provides the
instrument ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The TICD contains information on surface properties, thermal model analysis cases, power dissipation.
thermal control, and temperature limits for use in instrument and spacecraft thermal design and validation
of the spacecraft accommodation of the instrument thermal environment.

Approval Signatures

IN ADDITION TO ECN AND CCB APPROVALS,
ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVAL AND THE FULL

AGREEMENT OF THE PARTIES LISTED BELOW.

REV Spacecraft Date Instrument Date Instrument Date Principal Date
Program Program Provider lnvesti-

Office Office gator

(stgnature on (sqnature on (signature on (signature on
file) f[le) file) file)

6/21/93 7/20/93 7/20/93 7/20/9
M. Kavka J. Cooper S. Carman B. Bark-
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1 THERMAL DESCRIPTION

1.1 CERES Thermal Design Description

CERES is comprised of two identical instruments mounted to a plate on Bay 1 of the
Spacecraft. The primary method of heat rejection and thermal control of CERES is via
silver Teflon radiators on the +X,-X, and +Y sides of the pedestal; on the +X and -X sides
(in caged position) of the optical head; and on the +Z side of the optical head. The
remainder of the surfaces are blanketed with aluminized Teflon multi-layer insulation
(MLI). Thermal control within CERES is provided via heaters which maintain the internal
temperature within limits. Temperature sensors monitor both internal and external
temperatures.

The physical thermal design features are shown in Figure 1; thermal Fields of View (FOV)
which went into making up the instrument geometric model are shown in Figures 2a, 2b,
and 2c; resulting thermal FoV accommodation is shown in Figure 3a and 3b; the Thermal
Radiation Analyzer System (TRASYS) model surfaces are shown in Figure 4; and
thermo-optical properties of the TRASYS model surfaces are listed in Table 1.

1.2 Thermal Interface Description

The CERES instrument utilizes four titanium isolator mounts to thermally isolate the
instrument from the EOS-AM Spacecraft. The thermal isolators are placed between the
instrument baseplate and the instrument mounting plate, which connects to the Spacecraft
mounting plate. These isolators are designed to maintain conductive heat transfer to the
limit of 15.5 watts per square meter across the interface. Based on a CERES footprint of
0.1625 square meters, this equates to a maximum conductive heat transfer of 2.52 watts
during normal Spacecraft operation. MLI blanketing between the CERES baseplate and
the mounting plate keeps radiative heat transfer to a minimum.
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1.

2.

See Tables la and lb for surface properties.

This plot reflects node numbers for CERES-Aft. Node numbers for CERES-Fore are
identical except that the first two digits are 40- in each case.

Figure 4. Surface Designations





Table la. Surface Properties - CERES-F6re

TRASYS Coating Area(in~ Surfaoe Emissivity
SurfaoaID

Caicuiated TRASYS BOL EOL
(TBD 001)

r
h

40056 5 milAg Teflon 82.4955 0.78 0.78

40082 5 miiAg Teflon 612251 0.78 0.78

40096 5 miiAg Teflon 20.9269 0.78 0.78

40061 AluminizedTeflon 11.3252 0.65 0.65

40062 AluminizedTeflon 8.1061 0.65 0.65

40063 Aluminizd Telton 11.3252 0.65 0.65

40093 AluminizedTefton 20.9269 0.65 0.65

40064 5 milAg Teflon 82.4955 0.78 0.78

40080 5 milAg Teflon 612251 0.78 0.78

40091 5 milAg Teflon 20.9269 0.78 0.78

40069 AluminizedTeflon 11.3252 0.65 0.65

40070 AluminizedTeflon 8.1061 0.65 0.65

40071 AluminizedTeflon 11.3252 0.65 0.65

40094 AluminizedTeflon 20.9269 0.65 0.65

40073 5 miiAg Teflon 100258 0.78 0.78

40081 AluminizedTeflon 126.057 0.65 0.65

40060 AluminizedTeflon 19.6526 0.65 0.65

40065 AluminizedTeflon 19.6526 0.65 0.65

40072 AluminizedTeflon 100258 0.65 0.65

40083 AluminizedTeflon 126.057 0.65 0.65

40058 AluminizedTeflon 19.6526 0.65 0.65

40067 Aluminizd Teflon 19.6526 0.65 0.65

40084 5 milAg Teflon 0.487 0.78 0.78

40085 5 milAg Teflon 9.487 0.78 0.78

40086 5 milAg Teflon 18.972 0.78 0.78

40087 5 milAg Teflon 4.131 0.78 0.78

40089 5 milAg Teflon 4.131 0.78 0.78

40075 AluminizedTeflon 149.82 0.65 0.65

40059 AluminizedTeflon 28.8254 0.65 0.65

40066 AluminizedTeflon 28.8254 0.65 0.65

40053 AluminizedTeflon 251.657 0.65 0.65

40079 AluminizedTeflon 109.719 0.65 0.65

40057 AluminizedTeflon 28.82= 0.65 0.65
/

Surface Absorptivity

0.08 0.25

0.08 0.25

0.08 0.25

0.15 0.27

0.15 0.27

0.15 0.27

‘0.15 I 0.27

0.08 I 025

0.08 I 0.25
t

0.08 1 0.25
n

0.15 I 027
m

0.15 I 0.27

0.15 I 0.27

a=0.15 027

0.08 025

0.15 0.27

0.15 027

0.15 0.27

a=0.15 0.27

0.15 0.27

0.15 0.27

a=0.15 0.27

0.08 0.25

0.08 0.25

0.08 0.25

=E0.08 0.25

0.08 0.25

0.15 0.27

0.15 I 0.27

=+=

0.15 0.27

0.15 0.27

0.15 027

0.15 0.27
-

Size Code IdenlNo.

A 49671 20008823
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Table la. Surface Proper&ies- CERES-Pore (cent’d)
=—

TRASYS Coating Area (h#) Surfaoe Emissivity Surface Absorptlvlty
SurfaoeID

Oalcuiated TRASYS BOL EOL BOL EOL
(lBD 001)

40068 AlumimzedTeflon 28.8254 0.65 0.65 0.15 0.27

40074 AluminizedTeflon 190.438 0.65 0.65 0.15 0.27

40051 Aluminum 251.857 0.85 0.85 0.15 0.27

40095 AluminizedTeflon 55.786 0.65 0.65 0.15 0.27

40092 AluminizedTeflon 55.786 0.65 0.65 0.15 0.27

40077 AluminizedTeflon 25.8741 0.65 0.65 0.15 0.27

N.Qwsi
BOL Beginning of life
c Celsius
EOL End of life
ID Identification
in Inch

ASD-EW2051 3-S9
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Table lb. Surface Properties - CERES+ft

-
Wfaoe ID

41056

41082

41096

41081

41062

41-b63

41093

41084

41OSO

41091

41089

41070

41071

41094

41073

41081

41060

41085

41072

41083

41058

41067

41084

41085

41086

41087

41089

41075

41059

41066

41053

41079

41057

Ooating Area (ln~ SurfaoeEnllssMty SurfaoeAbaorPtlvity

Oalcuiated TRASYS BOL EOL , BOL EOL
(TBD 001)

5 milAg Teflon 82.4955 0.78 0.78 0.08 0.25

5 milAgTeflon 612251 0.78 0.78 0.08 0.25

5 milAgTeflon 20.9269 0.78 0.78 0.08 0.25

AluminizedTeflon 11.3252 0.85 0.85 0.15 027

AluminizedTeflon 8.1061 0.65 0.85 0.15 027

AluminizedTeflon 11.3252 0.85 0.85 0.15 027

AluminizedTeflon 20.9269 0.85 0.65 0.15 027

5 milAgTeflon 82.4955 0.78 0.78 0.08 0.25

5 milAg Teflon 612251 0.78 0.78 0.08 0.25

5 milAg Teflon 20.9269 0.78 0.78 0.08 025

AluminizedTeflon 11.3252 0.65 0.65 0.15 027

AluminizedTeflon 8.1061 0.65 0.85 0.15 0.27

AluminizedTeflon 11.3252 0.65 0.85 0.15 0.27

AluminizedTeflon 20.9269 0.65 0.85 0.15 027

5 milAg Teflon 100258 0.78 0.78 0.08 0.25

AluminizedTeflon 126.057 0.65 0.65 0.15 0.27

AluminizedTeflon 19.8526 0.85 0.85 0.15 0.27

AluminizedTeflon 19.6526 0.85 0.85 0.15 027

AluminizedTeflon 100.258 0.65 0.85 0.15 027

AluminizedTeflon 126.057 0.65 0.85 0,15 027

AluminizedTeflon 19.6526 0.65 0.65 0.15 0.27

AluminizedTeflon 19.8526 0.65 0.85 0.15 027

5 milAg Teflon 9.487 0.78 0.78 0.08 0.25

5 miiAgTeflon 9.487 0.78 0.78 0.08 0.25

5 milAg Teflon 18.972 0.78 0.78 0.08 0.25

5 milAg Teflon 4.131 0.78 0.78 0.08 0.25

5 milAg Tefion 4.131 0.78 0.78 0.08 0.25

41uminizedTeflon 149.82 0.85 0.65 0.15 0.27

fNuminizedTeflon 28.8254 0.65 0.55 0.15 027

AluminizedTeflon 28.8254 0.65 0.85 0.15 027

AluminizedTeflon 251.857 0.65 0.85 0.15 027

AluminizedTeflon 109.719 0.65 0.65 0.15 027

4hminized Teflon 28.8254 0.85 0.85 0.15 027

x’ I 2W!371’”I 20008823

I I Sheet 18
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Table lb. Surface Properties - CERES-Aft (cent’d)

] TRASYS I Ooatin9

■

I 41074 AluminizedTeflon

41051 Aluminum

41095 AluminizedTeflon
m

I 41092 I AluminizedTeflon
m

I 41077 I AluminizedTeflon

NQtesi
BOL Beginning of life
c Celsius
EOL End of life
ID Identification
in Inch

=—

Area (h#) Surfeoe Emleeivlty Surface Abeorptlvlty

calculated 7RASYS BOL EOL BOL EOL
~BD 001)

28.8254 0.85 0.65 0.15 0.27

190.438 0.85 0.85 0.15 0.27

251.857 0.65 0.85 0.15 0.27

55.786 0.65 0.85 0.15 0.27

55.786 0.65 0.65 0.15 0.27

25.8741 0.65 0.65 0.15 0.27
*

ASD-EW 2051 3-S9
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2 REDUCED THERMAL MODELS

The Reduced Thermal Models (RTMs) used forspacecraft-level analysis are identified in
Table Il.

2.1 Reduced Thermal Model Analysis Cases

The Systems Improved Numerical Differencing Analyzer (SINDA) RTMAnalysis Cases are
described below, and the resulting temperature predictions are provided in Tables Ills and
Illb.

The thermal analysis reflected in this ICD was performed assuming that two Bus Data Units
(BDUS)were on the same Spacecraft mounting plate as CERES. Although this is no longer
the baseline configuration, there are two Earth Sensors and two Earth Sensor Electronics
(ESE) units on the plate. The effects on the view factors and radiator predicts (TBR 001)
will be assessed during the next iteration of Spacecraft thermal analysis.

2.1.1 Analysis Case 1 - End of Life Science Mode

Analysis Case 1, End of Life (EOL) Science Mode, provides worst case maximum
temperature preditiions and heater power estimates (if required) for the Science Mode.
The spacecraft is assumed to be in the normal operational Earth+’iented orbit and at
normal altitude. A rotating (sun-tracking) Solar Array is assumed. EOL thermal surface
properties for the spacecraft and instruments are used. Peak power dissipation profiles
(as received with the instrument reduced thermal models) for the science data gathering
mode of each instrument are included. The thermal worst hot case duty cycles for all
housekeeping equipment are used to provide a hot spacecraft interface. Instrument doors
and covers are assumed to be open. Three EOL Science cases were run with differing
angles between the solar vector and the orbit plane (i.e., beta angles = 13.5, 18, and 30.8
degrees).

2.1.2 Analysis Case 2- Beginning of Life Science/Standby Mode

Analysis Case 2, Beginning of Life (BOL) Science/Standby Mode, provides worst case
minimum temperature predictions and heater power estimates for the Science/Standby
Mode. The spacecraft is assumed to be in the normal operational Earth-oriented orbit and
at normal altitude. A rotating Solar Array is assumed. BOL thermal surface properties for
the spacecraft and instruments are used. The instrument power dissipations are assumed
to be at standby levels throughout the orbits (i.e., science data taking peak dissipations are
not included). For instruments with no transient power dissipations provided in the RTMs,
the same power dissipations as the EOL Science Mode are used. The cold case power
duty cycles for all housekeeping equipment are used. Instrument doors and covers are
assumed to be open. Three bounding BOL Science/Standby cases were run with differing
angles between the solar vector and the orbit plane (i.e., beta angles = 15,24.5, and 30
degrees).

size Ode IdentNo.
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2.1.3 Analysis Case 3- Beginning of Life Sumivai%illode

Analysis Case 3, BOL Sutvival Mode, provides worst case minimum temperature
predictions and maximum heater power estimates for the Survival Mode. Sutvival Mode
represents a critically iow power availability condition; therefore, the instruments and much
of the housekeeping equipment are powered off. instrument and survival heaters are
assumed to be enabled (i.e., power comes on when set points are reached). The
spacecraft is assumed to be in the normal operational Eatih+riented orbit and at normal
altitude. A rotating Solar Array is assumed. BOL thermal surface propefiies for the
spacecraft and instruments are used. instrument doors and covers are assumed to be
open. Three bounding BOL Survival cases were run with differing angles between the solar
vector and the orbit plane (i.e., beta angles = 15,24.5, and 30 degrees).

2.1.4 Analysis Case 4- Orbitai Acquisition and Initialization

Analysis Case 4, Orbital Acquisition and initialization (OAi), provides temperature
predictions and heater power requirements used to determine the spacecraft energy
balance in the initial part of the mission before the solar array is deployed. it is assumed
that the entire spacecraft (except batteries and propulsion tanks) is at 10° C at the
beginning of the injection orbit. Batteries and propulsion tanks are assumed to be at 20° C.
The spacecraft is Earth oriented but at injection orbit aititudes of 550 to 705 km; and the
Solar Array and High Gain Antenna are stowed. The modeis were run for 10 orbits to
determine how far temperatures would drop and how much heater power is required if solar
array deployment is deiayed past nominal deployment. The appropriate acquisition and
initialization housekeeping equipment is assumed to be on, instruments off, and survival
heaters enabled. BOL thermal surface properties for the spacecraft and instruments are
used. instrument doors and covers are assumed to be closed. Three OAi cases were run
with differing angles between the solar vector and the orbit plane (i.e., beta angles = 15,
24.5, and 30 degrees).

2.1.5 Anaiysis Case 5- End of Life Sun-Pointing Safe Mode

Analysis Case 5, EOL Sun-Pointing Safe Mode (SPSM), provides maximum temperature
predictions for equipment and instruments with -X surface exposures during SPSM.
(SPSM is entered when the spacecraft loses Earth lock. in this mode, the Solar Array is
“parked” normal to the spacecraft X-axis, with the cells looking in the -X direction.) The
spacecraft is assumed to be in an inertially fixed orbit at normal altitude with the solar array
cells and the spacecraft -X axis always normal to the sun. The appropriate housekeeping
equipment is assumed to be on, instruments off, and sutival heaters enabled. EOL
thermal surface properties for the spacecraft and instruments are used. instrument doors
and covers are assumed to be open. Since there maybe no roll control in this mode, this
case was modeled for two roll positions about the X-axis: #1 with the M and H surfaces
alternately perpendicular to the Earth around the orbit; and #2 with the H and *Y surfaces
alternately perpendicular to the Earth around the orbit. Both cases were run at beta angle
= 30.8 degrees.
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2.1.6 Analysis Case 6-Beginning of Life Sun-Pointing=afe Mode

Analysis Case 6, BOL SPSM, provided temperature predictions and maximum heater
power estimates for the SPSM. The altiiude and orbital orientations of the spacecraft and
the Solar Array are the same as the EOL SPSM for both roll positions, except that the BOL
cases were run at beta angle= 15 degrees. The appropriate housekeeping equipment is
assumed to be on, instruments off, and survival heaters enabled. BOL thermal surface
properties for the spacecraft and instruments are used. Instrument doors and covers are
assumed to be open.

2.1.7 Analysis Case 7-Orbital Acquisition and Initialization Sun-Pointing Safe
Mode

Analysis Case 7, OAI SPSM, provides temperature predictions and heater power
estimates for the OAI SPSM. (OAI SPSM is entered when the spacecraft fails to acquire
the Earth during the injection orbit.) The spacecraft and deployed Solar Array orbital
orientations are similar to the EOL and BOL SPSM cases (i.e., the OAI SPSM cases are
SPSM #2 upside down); except that the injection orbit altitudes of 550 to 705 km are used
and two OAI SPSM cases were run with differing angles between the solar vector and the
orbit plane (i.e., beta angles = 15 and 24.5 degrees). The appropriate housekeeping
equipment is assumed to be on, instruments off, and sutvival heaters enabled. BOL
thermal surface properties for the spacecraft and instruments are used. Instrument doors
and covers are assumed to be closed.

2.2 Power Dissipation

The power dissipations used for spacecraft-level analysis are identified in Tables lVa and
lVb.
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Table Il. Reduced Thermal Models

I
l===m

Date I 4/8/92

TRASYS22 filename EOSI .TRA
EOS2.TRA

SINDA87 file name EOS1.SIN
EOS2.SIN

I (SINDA85)

Node # 67001to 67080
67501to 67580

Rew

Revision #1

8/4/92

CERES3FW.INP
CERES3AF.INP

CERES3FW.SIN
CERES3AF.SIN

67001to 67082
67501to 67582

sion

Revision #2 I
n

1113/92 I
CRF-THV3.INP
CRA-THV3.INP I
CRF-SHV3.INP
CRA-SHV3.INP

I
40001to 40095
41001to 41095 I

Size

A
CodeldmtNo.

49671 I 20008823
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Table Ills. Test Case Temperature Predictions - GEREWore

SINDA Teat Oaee Temperature Predictiorm (C)
Node #

(see Note) Op Non4p I 1 (Max)
I

2 (mIn) 3 (mIn) 4 (rein) 5 (Max) 6 (mIn) 7 (mIn)

40006 -20 to 35 -30 to 45 35 11 -27 -26 -11 -30 -30
DAEHR

40007 -20 to 35 -30 to 45 24 5 -27 -25 -5 -28 -27
EEHR

40009 37 to 39 -15t045 36 38 -13 -13 -13 -15 -13
DHA

40011 -20 to 35 +0 to 45 29 20 -15 -15 -13 -15 -15

SPDL

40012 l-20t035 l-30t045 I 23 I 8 I -26 I-25 I-6 I -28 I -26 I
EDE

40014 -20 to 35 +0 to 45 31 6 -26 -22 -9 4 -30
PE1

40015 -20 to 35 -30 to 45 30 5 -26 -22 -17 -30 -30
PE2

40016 -20 to 35 -30 to 45 23 2 -26 -22 -14 -31 -30
ADA

40017 -loto35 -15t045 24 9 -26 -24 -9 -27 -26
EDA

Orbit Avg. NIA NM 3 5 4 NIA 3 14 9
Heater
Power (W)

I!!Qles
ADA
DAEHR
DHA
EDA
EDE
EEHR
max
min
Non-Op

Op

PE1

PE2

SPDL

Azimuth Drive Assembly
Data Acquisition Electronics Head Radiator
Detector Head Assembly
Elevation Drive Assembly
Elevation Drive Electronics
Elevation Electronics Head Radiator
Maximum
Minimum
Non-operating

Operating
Pedestal Electronics #1
Pedestal Electronics #2

Spindle

Size Oodekid No.

A 49671 20008823
I

I I Sheet 24 I
ASD-EW2051 3-



Table Illb. Test Case Temperature Prediction-CERES-Aft

Node # I (c) I
@eeNote) IT

F

*

41009 37 to 39
DHA

41011 -20 to 35
SPDL

41012 -20 to 35
EDE

41014 -20 to 35
PE1

F

SINDA I Temperature Range [ Teat Caae Temperature Prediotione (C)

7 (mIn)
.

-30

-28

-13

-15

-28

40

-30

-31

-27

12

+

41016 -20 to 35
ADA

41017 -loto35
EDA

r
NQles

ADA
DAEHR
DHA
EDA
EDE
EEHR
max
min
Non-Op

Op

PE1
PE2

SPDL

=FFFl=
=w=?=l=

1 1 1 I

4oto45 I 22 I 4 I -30 I -30

-30 to 45 22 -2 -30 -30

I -7 -30 -29

-15 to 45 17 2 -27 -27

MA 4 5 11 NIA

Azimuth Drive Assembly
Data Acquisition Electronics
Detector Head Assembly
Elevation Drive Assembly
Elevation Drive Electronics

Head Radiator

Elevation Electronics Head Radiator
Maximum
Minimum
Nonoperating

Operating
Pedestal Electronics #1
Pedestal Electronics #2

Spindle

ASD-EW2051 M

+=

5 (max) 6 (mIn)

-14

-k
-16 -30

-21

T
-19 -31

-13 -27

5 18

Size CodeHerdNo.

A 49671 I 20008823
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Table lVa. Power Dissipation - CERES+ore

Node #/Description I Average Power Dissipation (Watts) I

t Mode I

I Safe (BOL) I Survival (BOL) I Biaxial I Cross-Track
9 w 1 I

40006/DAEHR 1 0 I o I 9.12 I 8.50
I I I 1

4ooo7/EEHR o 0 0 0
1 I m I

4ooo9/DHA I o I o I o I o
1 B I 1

4o011/sPDL o I o I 2.14 I 2.14
I I I 1

4oo12/EDE o 0 I 3.20 I 3.20
■ 1 I

40014/PEl I o I o 1 9.87 I 6.25

40015/PE2 10 10 I 9.87 I 6.25
n I 1 I

40016/ADA o 0 2.90 1.60
■ m m

40017/EDA I o I o I 1.61 I 1.61
— w -

Total RTM electrical o 0 38.71 29.55
dissipation

■ s ,

Detailed model (TBD 002) (TBD 002) (TBD 002) (TBD 002)
electrical dissipation

m 1 1 1

Detailed model heater I (TBD 002) I (TBD 002) (TBD 002) I (TBD 002)
Power I I I I

w
ADA
DAEHR
DHA
EDA
EDE
EEHR
PE1
PE2

SPDL

Azimuth Drive Assembly
Data Acquisition Electronics
Detector Head Assembly
Elevation Drive Assembly
Elevation Drive Electronics

Head Radiator

Elevation Electronics Head Radiator
Pedestal Electronics #1
Pedestal Electronics #2

Spindle

I

Size CodeIdentNo.

,A 49671 20008823

ASD-EW 2051 3-69
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Table lVb. Power Dissipation - CERES-Aft

Node #/Description Average Power Dissipation (Watts)

Mode

Safe Survival I Biaxial Cross-Track
,
41006/DAEHR I o 0 9.12 8.50

41009/DHA o 0 0 0

41011/sPDL o 0 2.14 2.14

41012/EDE o 0 3.20 3.20

41014/PEl o 0 9.87 6.25

41015/PE2 o 0 9.87 6.25

41016/ADA o 0 2.90 1.60

Total RTM electrical o~ 38.71 29.55
dissipation

Detailed model (TBD 002) (TBD 002) (TBD 002) (TBD 002)
electrical dissipation

Detailed model heater (TBD 002) (TBD 002) (TBD 002) (TBD 002)
power

!l!m2s
ADA
DAEHR
DHA
EDA
EDE
EEHR
PE1
PE2
SPDL

Azimuth Drive Assembly

Data Acquisition Electronics Head Radiator
Detector Head Assembly
Elevation Drive Assembly
Elevation Drive Electronics

Elevation Electronics Head Radiator
Pedestal Electronics #1
Pedestal Electronics #2

Spindle

size Code IdentNo.

A 49671 20008823
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1.

2.

3.

THERMAL CONTROL

Heaters, coolers, control sensors, and temperature telemetry sensors are described in
Tables Va and Vb.

Heater and sensor locations are shown in Figure 5.

Temperature limits are given in T*les Vla and Vlb.

size
A

CockJI&dNo.

49671 20008823

sheet 28
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Table Va. Temperature Control - CERES-Fore

Pedestal

I

Elevation Drive
Electronics

Detector %destal
Hectronics

Function Operational
Heater

Wwival Heater Survival Heater Suwival Heater

Thermostatic Thermostatic

(TBD 003) (TBD 003)

~BD 003) (TBD 003)

(TBD 003) (TBD 003)

Type Proportional thermostatic

Location/RTM node

Device

Control sensor

Telemetry sensor

(TBD 003)

(TBD 003)

(TBD 003)

(TBD 003)

(TBD 003)

(TBD 003)

Temperature telemetry
sensor acronym

(TBD 003) (TBD 003) (’TBD003) ~BD 003)

Electronics Box Motor Case

Thermostatic Thermostatic

Survival Power Suwival Power

Heat sink Detector Housing 3ectronics Box

Control method Proportional thermostatic

Power source nstrument
‘ower

hmival Power

Dissipation (W)

Rated Power (W)

@Specified Voitage (VDC)

(’TBD004) (TBD 004)

-29.0

-22.0

(TBD 004)

I

(TBD 004)

set points (C)

On

off
37.9

38.1

-29.0

I

o
-22.0 7.0

N!21!w
c Celsius

iD identifier

w Watt

Smze Ode IdentNo.

A 49671 I 20008823

I I I sheet 29
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Table Vb. Temperature Control - CERES=Aft

Pedestal
Electronics

Elevation DriveDetector Pedestal
Electronics

Function Operational
Heater

Sutvival Heater Survival Heater Survival Heater

Proportional Thermostatic Thermostatic thermostaticType

Location/RTM node

Device

Control sensor

Telemetry sensor

(TBD 003)

(TBD 003)

(TBD 003)

(’TBD003)

(’TBD003)

(TBD 003)

(’TBD003)

(TBD 003)

~BD 003)

(TBD 003)

(TBD 003)

(TBD 003)

~emperature telemetry
sensor acronym

(TBD 003) (TBD 003) (TBD 003) ~BD 003)

Heat sink Detector Housing Electronics Box Electronics Box Ulotor Case

Control method Proportional Thermostatic Thermostatic I_hermostatic

Survival PowerPower source Instrument
Power

Wwival Power %wival Power

Dissipation (W)

Rated Power (VU)

@Specified Voltage (VDC)

(TBD 004) (TBD 004) (TBD 004) (TBD 004)

Set points (C)

On

off
37.9

38.1

-29.0

-22.0

-29.0

-22.0

0
7.0

I!!!ms
c Celsius

ID Identifier

w Watt

Stze I Code IdentNo.

A 49671 I 20008823

I sheet 30
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Figure 5. Heater and Sensor Locations
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Table Via. Temperature Limits - CERES-Fore (See Note 1.) (TBD 006)

Launch

Safe

Suwival (see Note 2.)

Turn-on

Cross-Track

Biaxial

Calibration

1.

2.

Telemetry

Average (C)

Telemetry Acronym

CEF-TX-_ _ ___ --

Minimum (C) I Maximum (C)

I

.

Telemetry Acronym

CEF-Tx- ---- ---- -_

Minimum (C) I Maximum (C)

by ● is invalid when instrument power is off.

Survival limits represent temperatures beyond which the instrument cannot recover and
meet performance requirements. -

I‘1



Table Vlb. Temperature Limits - CERES-Aft (See Note 1.) (TBD 006)

I Telemetry Acronym

CEA-Tx- ---- ---- .-

1 Mode I Average (C) Minimum (C) I Maximum (C)
1

Launch (TBD) (TBD)

Safe
E I I

Survival (see Note 2.) I

Turn-on

Cross-Track

I Biaxial I I I
I Calibration I I I

NQ$m

1.

2.

Teiemetry Acronym

CEA-Tx- ---- ---- __

I‘1
Telemetry identified by* is invalid when instrument power is off.

Survival limits represent temperatures beyond which the instrument cannot recover and
meet performance requirements.
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6 mos.

G. Uyeno (TRW) :EttE:

6 mos.

G. Uyeno (TRW) :;RIE:
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6 mos.

BDU Passive Analog Telemetry llming G. Uyeno (TRW) :;;E:
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6 mos.
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1 HARNESSES
=—

1.1 Harness Definition

\
1.

2.

3.

The block diagram of the harnesses utilized by CERES are shown in Figures 1a- 4b.
(All harnesses are supplied by the Spacecraft Integrator.)

The harness lengths are given in Tales la and lb. The harness length given is the total
length of the harness from the instrument to the spacecraft component providing or
receiving the signal. Also included in Tables la and lb is the total number of connector
pairs present in a harness including the connector mating half on the instrument and
on the spacecraft component. Each harness is referenced by the Harness Segment
ID between the instrument and the Interface Connector Panel (ICP) shown in Figures
Iaand lb.

The list of connectors mating to CERES used by the Spacecraft Integrator to fabricate
the CERES harnesses is shown in Tables Ila and Ilb.

a. Spacecraft harness connector numbers are assigned to denote the subsystem,
component, and approximate location of the component on the spacecraft.
Non-flight connector numbers are preceded by an X. (TBR 001)

b. The interconnections are shown in Tables NO TAG- NO TAG. The following legend
is used for wire type:

Coax Coaxial transmission line

Sc Single conductor, unshielded

SCS single conductor, shielded

Tn Twisted bundle of n wires, unshielded

TnS Twisted bundle of n wires, shielded

Twinax Twinaxial transmission line

Triax Triaxial transmission line

c. All harnesses which are” required by PN20005869, EOS-AM Spacecraft EMC
Control Plan, to have an overall outer shield have either a copper tape over-wrap
or a braid shield.

The copper tape is actually copper-plated mylar which is one inch wide. The tape
is then folded over 1/8 inch, making it 7/8 inch wide. The tape is 0.0017 inches thick
(0.0007 inch copper on 0.001 inch mylar). The wrap is lapped half its width.

Cables using a braid shield use braids similar to MIL+27500.

1.2 Interface Circuits

The interface circuits are shown in Figures 5 through 11.

1.3 Timing Diagrams

The timing diagrams are shown in Figures 12 through 17.

Size \

A
CodeIdeniNo.

49671 20008825

ASIJ-EW 20S1 349
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CEFJX~amaas SegmentIDI (@P]Jx)

Mameas Segment ID1 CEFJX
(@P]Jx)

WameasSegmentIDJ
BDUCOMMANDINTERFACE CEFJX

FXJX @iameas Segment ID]
CEFPX (OPI w

BDU TELEMETRY INTERFACE
~ameaa Segment ID]

CEFJX

FXJX
Mameas Segment ID] CEFPX (@P]Jx)

~ameas Segment ID]
C&T BUS A CEFJX

FXJX
@-tameasSegment ID]

CEFPX
(flP] Jx)

C&T BUS B CEFJX
wameas Segment ID]

Mameas Segment ID] (@piJx)
FXJX CEFPX

TM&F BUS A CEFJX
@iamaas Segment ID]

@-lameasSegment ID]
(@mJx)

FXJX CEFPX
TM&F BUS B CEFJX

@-tamessSegment ID]
@-tameeaSegment ID] (@n w

FXJX CEFPX
Low Rate Sdanca Bua A

Nameas Segment ID]
CEFJX

@iameas Segment ID] (OPI Jx)
FXJX CEFPX

CEFJX
@+amaaa Segment ID] (UPI JX)

CERES
Fore

ICP

Nms
ICP- InterfaceConnectorPanel

1. Connector numbers are (TBD 001).

2. Harness Segment ID numbers are ~BD 002).

Figure la. Harness Biock Diagram - CERES-Fore/Spacecraft interface
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120 V POWER FEED A
~amaas Segment ID]

EXJX plameas Sagmenl ID]

@iameas Segment ID]
120 V POWER FEED B

EXJX plameas Segment ID]

@iamees Sagment ID]
BDU COMMAND INTERFACE

EXJX
~ameaa Segment ID]

BDU TELEMETRY INTERFACE
Mameas Segment ID]

piamees Segment IDJ

C&T BUS B
~ameas Segment ID]

plameaa Segment ID]
EXJX

TM&F BUS A
@iameas Segment ID] plameas Segment ID]EXJX—

CEAJX
Namees Sagmant ID] (OP] Jx)

@iameas Segment ID]
CEAJX
(@P]Jx)

~amees Segment ID]

ICP

I!&MeS
ICP - Interface Connector Panel

1. Connector numbers are (TBD 001)

2. Harness Segment ID numbers are (TBD 002).

CERES
Aft

Figure 1b. Harness Block Diagram- CERES-AWSpacecmft Intetiace
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D=+=::~120 VDC POWER FEED A

PDU CERES
120 VDC POWER FEED B Fore

Equipment ICP
Module
Interface

N.Qt!2s
ICP- Interface Connector Panel

PDU - Power Distribution Unit

Figure 2a. Harness Block Diagram - CERES-Fore/Power
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m+=::~120 VDC POWER FEED A

PDU CERES
120 VDC POWER FEED B Aft

Equipment ICP
Module
Interface

I‘1

N.!2M
ICP- Interface Conneotor Panel

PDU - Power Distribution Unit

Figure 2b. Harness Block Diagram - CERES-Aft/Power
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BDU OOMMAND AND TELEMETRY INTERFACE A

BDU
BDU OOMMAND AND TELEMETRY INTERFACE B

D:p :T-:
C&T BUS B

CTIU
TM&F BUS A

Equipment ICP
Module
Interface

!!!!x!S
ICP - Interface Connector Panel

BDU - Bus Data Unit

CTIU - Command and Telemetry Interface Unit

CERES-Fore

I
‘1

Figure 3a. Harness Block Diagram - CERES-Fore/Command and Telemetry Interface
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BDU

BDU COMMAND AND TELEMETRY INTERFACE A
n

BDU COMMAND AND TELEMETRY INTERFACE B

Equipment ICP
Module
Interface

CERES-Aft

ICP- Interface Connector Panel

BDU - Bus Data Unit

CTIU - Command and Telemetry Interface Unit

Figure 3b. Harness Block Diagram- CERES-AffYCommand and Telemetry Interface



Df =$=E;\ Low Rate science Bus A

SFE CERES

\
Low Rate Sdence Bus B Fore

Equipment ICP
Module
Interface

I‘1

J!k?ks
ICP- InterfaceConnectorPanel

SFE - Science Formatting Equipment

Figure 4a. Harness Block Diagram - CERES-Fore/Science Interface



=!=:; ‘u\ Low Rata edema Bus A

SFE CERES

\
Low Rate Sdenca Bus B Aft

Equipment ICP
Module
Interface

I
‘1

NQ@s
ICP - Interface Connector Panel

SFE - Science Formatting Equipment

Figure 4b. Harness Block Diagmm - CERES-Aft@clence Interface



Table la. Harness Length - CERES-Fore

Description Instrument Harness Total #of Total # of Total Figure
Segment ID Segments Connector Length #
(TBD 002) (TBD 003) Pairs (meters)

(TBD 003) (TBD 004)

120V Power Feed A 2a

120V Power Feed B 2a

BDU Cmd l/F 3a

BDU Tlm l/F 3a

TM&F BuS A 3a

TM&F BUS B 3a

C&T BuS A 3a

C&T BuS B 3a

Low Rate Sci. Bus A 4a

Low Rate Sci. Bus B 4a

Table lb. Harness Length - CERES-Aft

Description Instrument Harness Total #of
Segment ID Segments
(TBD 002) (TBD 003)

B u

120V Power Feed A

120V Power Feed B
E

BDU Cmd l/F I I
BDU Tim l/F

TM&F BuS A
I E

TM&F BUS B

C&T BUS A

C&T BuS B
m ■

Low Rate Sci. Bus A I I
Low Rate Sci. Bus B I I

Total # of

Pairs
(TBD 003)

Total
Length

(meters)
(TBD 004)

20008825

Figure
#

2b

2b

3b

3b

3b

3b

3b

3b

4b

4b

Size Code Ident No.

A 49671 I
I I I sheet 19
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Table Ila. Connector List-CERES-Fore

Component Connector Harness Connector MICD Drawing Function
Location

2eslgnatlon ~pe Designation Type Sheet Zone
(TBD 005) (TBD 006)

CEFJX MS27508E14F1 8P CEFPX MS27484T14F18S 14 D5 CERES-Fore 120V Power -
Feed A

CEFJX MS27508EI4F18P CEFPX MS27484T14F18S 14 D5 CERES-Fore 120V Power -
Feed B

CEFJX Raychem CEFPX Raychem 14 D5 CERES-Fore Command
D-821 -0412-P D-621 -0411-S and Telemetry Bus A
(TBR 002) (TBR 002)

CEFJX Raychem CEFPX Raychem 14 D5 CERES-Fore Command
D-621 -041 2–P D-8214411-S
(TBR 002)

and Telemetry Bus B
~BR 002)

CEFJX Trompeter CEFPX Trompeter 14 D5 CERES-Fore lime Mark
BJ3159AC-221 PL3155AC-221 and Frequency Bus - Side
(TBR 003) (TBR 003) A

CEFJX Trompeter CEFPX Trompeter 14 D5 CERES-Fore llme Mark
BJ3159AC-221 PL3155AC-221 and Frequency Bus - Side
(TBR 003) (TBR 003) B

1
CEFJX Raychem CEFPX Raychem 14 D5 CERES–Fore Low Ra&

D-621-041 2-P D-621 -0411-S Science Data Bus A
(TBR 002) (TBR 002)

CEFJX Raychem CEFPX Raychem 14 D5 CERES-Fore Low Rate
D-621 -041 2-P D-621 -0411-S Science Data Bus B
(TBR 002) (TBR 002)

CEFJX MS27508E16F35S CEFPX MS27484T16F35P 14 D5 CERES-Fore Cmd l/F

CEFJX MS27508E16F35S CEFPX MS27484T16F35P 14 D5 CERES-Fore Tlm l/F



Table Ilb. Connector List-CERES-Aft

Component Connector Harness Connector MICD Drawing Function
Location

Designation Type Designation Type Sheet Zone
(TBD 005) (TBD 006)

CEAJX MS27508E14F1 8P CEAPX MS27484TI4F18S 14 D5 CERES-Aft 120V Power -
Feed A

CEAJX MS27508E14F18P CEAPX MS27484T14F18S 14 D5 CERES-Aft 120V Power -
Feed B

CEAJX Raychem CEAPX Raychem 14 D5 CERES-Aft Command and
D-621-41 2-P D-621 +411-S Telemetry Bus A
(TBR 002) (TBR 002)

CEAJX Raychem CEAPX Raychem 14 D5 CERES-Aft Command and
D-821-041 2-P D-621 +411-S Telemetry Bus B
(TBR 002) (TBR 002)

CEAJX Trompeter CEAPX Trompeter 14 D5 CERES-Aft Time Mark and
BJ3159AC-221 PL3155AC-221 Frequency Bus - Side A
(TBR 003) (TBR 003)

CEAJX Trompeter CEAPX Trompeter 14 D5 CERES-Aft Tme Mark and
BJ3159AC-221 PL3155AC-221 Frequency Bus - Side ,B
(TBR 003) (’TBR 003)

CEAJX Raychem CEAPX Raychem 14 D5 CERES-Aft Low Rate
D-821 -041 2-P D-621-0411-S Science Data Bus A
(TBR 002) (TBR 002)

CEAJX Raychem CEAPX Raychem 14 D5 CERES-Aft Low Rate
D-621 -041 2-P D-621 -0411-S Science Data Bus B
(TBR 002) (TBR 002)

CEAJX MS27508E16F35S CEAPX MS27484TI 6F35P 14 D5 CERES-Aft Cmd l/F

CEAJX MS27508E16F35S CEAPX MS27484T16F35P 14 D5 CERES-Aft Tlm l/F



Table Ills. CEFP1: Power- Feed A Interconnections - CERES-Fore

Pin
I

Function
I

Destination
I

wire
~BD 007) Size

I (TBR 004) m
u 1 ■ I

A I CERES-Fore Fault I FXJX I A I 20
Gnd A

B CERES-Fore 120 V FXJX B 20
FeedA Rtn-1

c CERES-Fore 120 V FXJX c 20
FeedA Pos-1

D Spare

E CERES-Fore 120 V FXJX E 20
Feed A Pos -2

F CERES-Fore120V FXJX F 20
Feed A Rtn -2

E I I 1

G I Spare

H Spare

J Spare

K Spare

L Spare

M Spare

N Spare

o Spare

P Spare

Q Spare

R Spare
a ■ m

s I Spare I I

wire mist Shield Color
~pe Group Group

gB’: F&;

T5S 001

T5S 001

T5S 001

T5S 001

T5S 001

m
5 NIA

5 NIA

5 N/A

7=

Notes

-

1.

1.

1.

1.

1. Interface cable outer shield bonded to shell of harness connector.



Table Illb. CEAP1: Power - Feed A Interconnections - CERES-Aft

Pin Function Destination Wire Wire lwlst Shield Color Interface Tlmlng Notas
(TBD 007) Size Type Group Group Circuit Diagram

(TBR 004) Connector Pin (-r-r F& (Figure #) (Figure #)

A CERES-Aft Fault EXJX A 20 T5S 001 5 N/A 1.
Gnd A

B CERES-Aft 120 V EXJX B 20 T5S 001 5 N/A 1.
Feed A Rtn -1

c CERES-Aft 120 V EXJX c 20 T5S 001 5 NIA 1.
Feed A Pos -1

D Spare

E CERES-Aft 120 V EXJX E 20 T5S 001 5 N/A 1.
Feed A Pos -2

F CERES-Aft 120 V EXJX F 20 T5S 001 5 N/A 1.
Feed A Rtn -2

G Spare

H Spare

J Spare

K Spare I
‘1

L Spare

M Spare

N Spare

o Spare

P Spare

Q Spare

R Spare

s Spare
..

1. interface cabie outer shield bonded to sheii of harness connector.
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Table Inc. CEFP2: Power- Feed B Interconnections - CERES-Fore

Pin Function Destination wire Wire lwist Shield Color Interface Timing Notee
(TBD 007) Size ~pe Group Group circuit Diagram

(TBR 004) Connector Pin (y& u~y (Figure #) (Figure #)

A CERES-Fore Fault FXJX A 20 T5S 001 5 N/A 1.
Gnd B

B CERES-Fore 120 V FXJX B 20 T5S 001 5 NIA
Feed B Rtn -1

1.

c CERES-Fore 120 V FXJX c 20 T5S 001 5 N/A 1.
Feed B Pos -1

D Spare

E CERES-Fore 120 V FXJX E 20 T5S 001 5 N/A 1.
Feed B Pos -2

F CERES-Fore 120 V FXJX F 20 T5S 001 5 N/A 1.
Feed B Rtn -2

G Spare

H Spare

J Spare

K Spare

L Spare II

M Spare

N Spare

o Spare

P Spare

Q Spare

R Spare

s Spare

1. Interface cable outer shield bonded to shell of harness connector.

,
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Table Illd. CEAP2: Power-Feed B Interconnections - CERES-Aft

Pin Function Destination Wire wire lwist Shield Color Interface Tlmlng Notes
(TBD 007) Size Type Group Group Circuit Diagram

(TBR 004) Connector Pln :’: VT: (Figure #) (Figure #)

A CERES-Aft Fault EXJX A 20 T5S 001 5 N/A 1.
Gnd B

B CERES-Aft 120 V EXJX B 20 T5S 001 5 NIA 1.
Feed B Rtn -1

c CERES-Aft 120 V EXJX c 20 T5S 001 5 N/A 1.
Feed B Pos -1

D Spare

E CERES-Aft 120 V EXJX E 20 T5S 001 5 N/A 1.
Feed B Pos -2

F CERES-Aft 120 V EXJX F 20 T5S 001 5 N/A 1.
Feed B Rtn -2

G Spare

H Spare

J Spare

K Spare I‘1

L Spare

M Spare

N Spare

o Spare

P Spare

Q Spare

R Spare

s Spare

1. Interface cable outer shield bonded to shell of harness connector.



Table Me. CEFP3: C&T Bus A InterconnectIons - CERES-Fore

TiF
Size T

Wire mist
~pe Group

Timing
Diagram

Contact Function Desl
(T9

iatlon
010)

+

(-TT (Figure #)

6

(Figure #)Connector Pin

Center T F 12Center 2ERES-Fore
3&T Bus A Hi

FXJX 1.

N/A

-+=

12 1.intermediate 2ERES-Fore
2&T BuSA LO

2ERES-Fore
:&T BuSA
Shld

FXJX intermediate 24

FXJX Outer Shieid N/A Twin I N/A NIA 12 1.Outer shield
ax I I1

Table Illf. CEAP3: C&T Bus A Interconnections - CERES-Aft

Contact zShieid Coior
GrouP

(7-7-;

NIA

m%iF
Size

T&r
Group

Function Destination
(Ti9D 010)

Connector
I

Pin

- Vizr

NIA

%iii
ax

%ir
ax

%i7
ax

6 12 1.

6 12 1.

~’1
6 12 I 1.

Center
C&T BUS A HI

1

CERES-Aft
C&T BuS A t-o

EXJX
I

intermediateintermediate

I

NIA “ NIA
I

Outer shield CERES-Aft
C&TBuS A
Shld

EXJX OuterShieid

I
m
o
0
0
03
fiJ

ul

NQtw
1. FXJX and EXJX are single triaxial contact connectors.

i!
J
r)
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Table Illg.CEFP4: C&T Bus B Interconnections - CERES-Fore

Contact Function Destination Wire Wire Twist Shield Color
(TBD 010) Size ~pe Group Group

Connector Pin (TT

Center CERES-Fore FXJX Center 24 Twin N/A
C&T Bus B Hi

NIA
ax

Intermediate CERES-Fore FXJX Intermediate 24 Twin N/A NIA
C&T BuS B LO ax

Outer shield CERES-Fore FXJX Outer Shield WA Twin WA NIA
C&T BuS B ax
Shld

Table Illh. CEAP4: C&T Bus B Interconnections - CERES-Aft

Contact
I

Function
I

Destlnatlon Wlm
(TBD 010) Size

I F
m

Center CERES-Aft EXJX
C&T BuS B Hi

Intermediate CERES-Aft EXJX
C&T BUS B LO

Outer shield CERES-Aft EXJX
C&T BUS B
Shld

Pin

Center 24

Intermediate 24

Outer Shield WA

N!2$w
1. FXJX and EXJXare single triaxial contact connectors.

ax

Twin
ax

Wir

NIA

TTwin N/A
ax

1

+

6 12

6 12

Shield Color Interface Tlmlng
Group Circuit Dlagmm

(rT (Figure #) (Figure #)

N/A 6 12

,,
NIA 6 12 11

Itrr

Notea

1.

1.

1.

Notes

T

1.

1.



Table 1111.CEFP5: TM&F Bus - Side A Interconnections - CERES-Fore

Shield Color Interface Tlmlng Notes
Group circuit Diagram

F& (Figure #) (Flgura #)

N/A 7 13 1.

N/A 7 13 1.

t41A 7 13 1.

Contact
I

Function
I

Destination
(TBD 011)

FiiF
Size

T

_zi-

N/A

Wire
~pe

mist
Group

Pin

TTwin WA
ax

● ■

Center [CERES-Fore I FXJX Center
TM&FBUS A
HI

CERES-Fore
TM&F BUS A
Lo

FXJX IntermediateIntermediate
ax I%a--m--‘Utershie’dIzf%prl‘XJXOuter Shield
ax I

Dg
Table 111].CEAP5: TM&F Bus - Side A InterconnectIons - CERES-Aft

Shield Color Interface Tlmlng Notee
Group Ch’cult Diagram

(l-T (Figure #) (Figure #)

NIA 7 13 ,, 1.
I

NIA 7 13 1.

N/A 7 13 1.

TiiiF
Size

r

iinr
Group

r

Contact Function Destlnatlon
(TBD 011)

Connector Pin

CERES-Aft EXJX Center
TM&F &.IS A
HI

CERES-Aft EXJX Intermediate
TM&F BUS A
Lo

CERES-Aft EXJX Outer Shield
TM&F BuS A
Shld

Center

24 Twin
ax

x
ax

NIAIntermediate

WA NIAOutershield

1. FXJX and EXJXare single triaxial contact connectors.

—
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Table Ink. CEFP6: TM&F Bus - Side B Interconnections - CERES-Fore

5iiizr
Group

r T
Timing Notes

Diagram

(Figure #)

13 1.

Destination
(TBD 011)

YGiT
Group

T

NIA

N/A

ViiEY
~pe

K
ax

Twin
ax

Twin
ax

Interface
circuit

(Figure #)

Contact Function

PinConnector.

FXJX CenterCenter
TM&F BUS B
Hi

CERES-Fore
TM&FBUS B
Lo

FXJX Intermediate 24

m

NIA

N/A

7Intermediate

7Outer shield CERES-Fore
TM&F BUSB
Shld

FXJX Outer Shield

-

—

?)

[

o
D

Df
Table Illm. CEAP6: TM&F Bus - Side B Interconnections - CERES-Aft

5Rim
Group

r

Destination
(TBD 011)

TiiiF
Size

7zi-

24

iixr
Group

T

Contact Interface
Circuit

(Figure #)

Timing
Diagram

(Figure #)
,,,

Function

Connector Pin

CenterCenter EXJX 13
TM&F BUS B
Hi

N/A “ N/A 7 13 1.CERES-Aft
TM&FBUS B
Lo

EXJX IntermediateIntermediate

EXJX NIA -Outer Shield NIA Twin
ax

N/A 7 13 1.CERES-Aft
rM&F BuS B
Shld

Outer shield

Ns21Qsx

1. FXJXand EXJX are single triaxial contact connectors.



Table Inn. CEFP7: Low Rate Science Data Bus - Side A Interconnections - CERES-Fore

T
Wire muist
~pe Group

Shieid Color interface
Group circuit

(l-T (Figure#)

NIA
I

8

==FT
Timing
Diagram

Function

(Figure #)

Center CERES-Fore
LRS Bus A Hi

CERES-Fore
LRS BUSA Lo

CEREB-Fore
LRS Bus A
Shld

m m

FXJX
I

Center
I

24 F -

NIA 8

NIA 8

FXJX intermediate 24
●

Twin I N/Aintermediate 14

t

ax

Twin N/A
ax

Outershield 14

Table Illo. CEAP7: Low Rate Science Data Bus - Side A Interconnections - CERES-Aft
1#

K
GrouP zShieid Coior

Group

(TT;

NIA

interface
Circuit

(Figure #)
I

(Figure #)

Center CERES-Aft EXJX
LRS &JS A Hi

CERES-Aft EXJX
LRS BUSA Lo

~CERES-Aft EXJX
LRS BUSA

~Shld

=
ax

Twin
ax

-Fir 8

+ T14 1.
‘1

14 1.

7 iVAintermediate 8

IOuter Shield WA Twin
ax

NIA N/A I 8Outer shield

I
N$xw

1. FXJXand EXJXare single triaxial contact connectors.

.—



Nde E Interct

=
Group

lnections - CER S-ForeTabl

Contact

! Illp. CEFP8: Low Rate Science Data Bus -

T
Shield Color
Group

Fry

N/A

Interface
circuit

(Figure #)

Tlmlng
Dlagmm

(Figure #)

Notas

TCenter CERES-Fore FXJX Center 24
LRS Bus B Hi

CERES-Fore FXJX Intermediate 24
LRS BUS B Lo

CERES-Fore FXJX Outer Shield NIA
LRS BUS B
Shld

-Fir 8 14
ax

TwinIntermediate

Outer shield

NIA 8 14 1.
ax

14Twin
ax

N/A 8 1.

Table Illq. CEAP8: Low Rate Science Data Bus - Side B Interconnections - CERES-Aft
1#

mist Shield Color Interface
GrouP GrouP circuit

(TT (Figure #)

NIA N/A 8

NIA N/A 8

Contact Function Dastinatlon
(TBD 012)

Connector
I

Pin T
Wire Wire
Size ~pe

Timing
Diagram-)
(Figure #)

Center CERES-Aft EXJX Center
LRSBus B Hi T24 Twin

ax
-

Intermediate CERES-Aft
I

EXJX

I

Intermediate
LRS BUS B Lo

10

CERES-Aft
LRS BUSB
Shld I ‘XJX I ‘Utershie’d INIA Twin

ax ‘AIN’AII 8 14 1.Outer shield

1. FXJXand EXJX are single triaxial contact connectors.



-

—

—
03

E
R

-

m
o
0
0

k?
m

Table Illr-1. CEFP9: BDU Relay Drive Commands - Side A interconnections - CERES-Fore

Pin Function Destlnatlon Wim wire Tkvlst Shield color Interface Tlmlng
(TBD 013) Size ~pe Group GrouP Circuit Diagram

fTBD 013) Connector Pin (’WI; $B& (rTB& (Figure #) (Figure #)

7
1 FXPX 24 T2 9 15

2 FXPX 24 T2 9 15

3 FXPX 24 T2 9 15

4 FXPX 24 T2 9 15

5 FXPX 24 T2 9 15

6 FXPX 24 T2 9 15

7 FXPX 24 T2 9 15

8 FXPX 24 T2 9 15

9 FXPX 24 T2 9 15

10 FXPX 24 T2 9 15

11 FXPX 24 T2 9 15

12 FXPX 24 T2 9 15

13 FXPX 24 T2 9 15

14 FXPX 24 T2 9 15

15 FXPX 24 T2 9 15

16 FXPX 24 T2 9 15

17 FXPX 24 T2 9 15

18 FXPX 24 T2 9 15

N42$9s4
1. All twisted pair signals will be enclosed in an overall shield.

2. intedace cable outer shield bonded to sheli of harness connector.

‘mGr

T
1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

1.,2.

g
●S .

1.,2.

1.,2.

‘1.,2.

1.,2.
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Table lllr-2. CEFP9: BDU Passive Bi-Level Telemetry - Side A interconnections - CERES-Fore

Pin Function Destination Wire wire Twist Shieid Coior Interface Timing Notee
(TBD 015) Size Type Group Group circuit Diagram

(TBD 015) Connector Pin (T&y (TT (TT; (Figure #) (Figure #)

19 FXPX 24 T2 10 16 1.,2.

20 FXPX 24 T2 10 16 1.,2.

21 FXPX 24 T2 10 16 1.,2.

22 FXPX 24 T2 10 16 1.,2.

23 FXPX 24 T2 10 16 1.,2.

24 FXPX 24 T2 10 16 1.,2.

25 FXPX 24 T2 10 16 1.,2.

26 FXPX 24 T2 10 16 1.,2.

27 FXPX 24 T2 10 16 1.,2.

28 FXPX 24 T2 10 16 1.,2.

29 FXPX 24 T2 10 16 1.,2.

30 FXPX 24 T2 10 16 p.,2.

31 FXPX 24 T2 10 16 1.,2.

32 FXPX 24 T2 10 16 1.,2.

33 FXPX 24 T2 10 16 1.,2.

34 FXPX 24 T2 10 16 1.,2.

35 FXPX 24 T2 10 16 1.,2.

36 FXPX 24 T2 10 16 1.,2.

I!!QMsi
1. All twisted pair signals will be enclosed in an overall shield.

2. interface cable outer shield bonded to sheii of harness connector.
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Table IIlr-. CEFP9: BDU Passive Analog Telemetry-Side A Interconnections - CERES-Fore

Pin Function Destination wire Wire mist Shield Color Interface Timing Notes
(TBD 016) Size Type Group GrouP Circuit Diagram

(TBD 016) Connector Pin (’my (T-T (l-T:

37 I FXPX I 24 T2 I I I 11 1 17 1.,2.

38 FXPX 24 T2 11 17 1.,2.

39 FXPX 24 T2 11 17 1.,2.

40 FXPX 24 T2 11 17 1.,2.

41 FXPX 24 T2 11 17 1.,2.

42 FXPX 24 T2 11 17 1.,2.

43 FXPX 24 T2 11 17 1.,2.

44 FXPX 24 T2 11 17 1.,2.

45 FXPX 24 T2 11 17 1.,2.

46 FXPX 24 T2 11 17 1.,2.

47 FXPX 24 T2 11 17 1.,2.

48 FXPX 24 T2 11 17 1.,2.

49 FXPX 24 T2 11 17 1.,2.

50 FXPX 24 T2 11 17 J., 2.

51 FXPX 24 T2 11 17 ‘1., 2.

52 FXPX 24 T2 11 17 1.,2.

53 FXPX 24 T2 11 17 1.,2.

54 FXPX 24 T2 11 17 1.,2.

55 FXPX 24 T2 11 17 1.,2.
,

Notes

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.

.



Table Ills-1. CEAP9: BDU Relay Drive Commands - Side A interconnections - CERES-Aft

Pin Function Destlnatlon wire wire mist Shield Color Interface Timing Notes
(UID 013) Size ~pe Group Group Clrcult Diagram

(TBD013) Connector
I

Pin ;;: (w& (1-l-; (Figure#) (Figure#)

m 1 I t 1 1 m

1 EXPX 24 T2 9 15 1.,2.

2 EXPX 24 T2 9 15 1.,2.

3 EXPX 24 T2 9 15 1.,2.

4 EXPX 24 T2 9 15 1.,2.

5 EXPX 24 T2 9 15 1.,2.

6 EXPX 24 T2 9 15 1.,2.

7 EXPX 24 T2 9 15 1.,2.

6 EXPX 24 T2 9 15 1.,2.

9 EXPX 24 T2 9 15 1.,2.

10 EXPX 24 T2 9 15 1.,2.

11 EXPX 24 T2 9 15 1.,2.

12 EXPX 24 T2 9 15 1.,2.

13 EXPX 24 T2 9 15 11.,2.

14 EXPX 24 T2 9 15 1.,2.

15 EXPX 24 T2 9 15 1.,2.

16 EXPX 24 T2 9 15 1.,2.

17 EXPX 24 T2 9 15 1.,2.

18 EXPX 24 T2 9 15 1.,2.

Jwiesi

1. All twisted pair signals will be enclosed in an overall shield.

2. interface cable outer shield bonded to shell of harness connector.



Table 111s-2.CEAP9: BDU Passive BI-Level Telemetry - Side A Interconnections - CERES-Aft

Pin Function Destlnatlon wire Wire
(rf3D015) Size Type

(TBD015) Connector
I

Pln

Twist Shield Color Interface Timing
Group GrouP Circuit Diagram

~:: (l& (l-T (FIgura#) (Figure#)

10 16

10 16

m ■

19 EXPX 24

20 EXPX 24 T2 1.,2.

10 16

10 16

10 16

1.,2.

c
m

22 EXPX 24

23 EXPX 24

24 EXPX 24

25 EXPX 24

26 EXPX 24

27 EXPX 24

28 EXPX 24

T2 1.,2.

T2 10 16

10 16

10 16

1.,2.

1.,2.Df
%- 1.,2.

10 16

10 16

10 16

10 16

1.,2.

1.,2.

T2

7z-
Y5-
Tz-

1.,2.

1.,2.

1.,2.

11.,2.

31 EXPX 24

32 EXPX 24

m m ■ ■

I I I 10 16

T2 I I I 10 I 16 1.,2.

1.,2.34 EXPX 24

35 EXPX 24

Yi-
10 16

10 16

1.,2.

T2 1.,2.

1. All twisted pair signals will be enclosed in an overall shield.

2. Intetiace cable outer shield bonded to shell of harness connector.
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Table 111s-3.CEAP9: BDU Passive Anaiog Teiemetry - Side A interconnections - CERES-Aft

Pin Function Destination wire wire Tvdst Shield Color Interface Timing Notaa
(TBD016) Size Type Group Group ClrcuIt Diagram

(TBD016) Connector Pin (T-rEl: (y& & (Figure#) (Figure#)

37 EXPX 24 T2 11 17 1.,2.

38 EXPX 24 T2 11 17 1.,2.

39 EXPX 24 T2 11 17 1.,2.

40 EXPX 24 T2 11 17 1.,2.

41 EXPX 24 T2 11 17 1.,2.

42 EXPX 24 T2 11 17 1.,2.

43 EXPX 24 T2 11 17 1.,2.

44 EXPX 24 T2 11 17 1.,2.

45 EXPX 24 T2 11 17 1.,2.

46 EXPX 24 T2 11 17 1.,2.

47 EXPX 24 T2 11 17 1.,2.

48 EXPX 24 T2 11 17 1.,2.

49 EXPX 24 T2 11 17 p., 2.

50 EXPX 24 T2 11 17 1.,2.

51 EXPX 24 T2 11 17 1.,2.

52 EXPX 24 T2 11 17 1.,2.

53 EXPX 24 T2 11 17 1.,2.

54 EXPX 24 T2 11 17 1.,2.

55 EXPX 24 T2 11 17 1..2.

N12ks&
1. Ali twisted pair signals will be enclosed in an overaii shield.

2. interface cable outer shield bonded to sheil of harness connector.
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Table Illt-1. CEFP1O: BDU Relay Drive Commands-Side B Interconnections - CERES-Fore

Pin Function Destlnatlon wire wire Twist Shield Color Interface Timing Notes
(lBD 013) Size Type Group GrouP Clrcult Diagram

~BD 013) Connector Pln (TT4y (&& (TT (Figure#) (Figure#)

1 FXPX 24 T2 9 15 1.,2.

2 FXPX 24 T2 9 15 1.,2.

3 FXPX 24 T2 9 15. 1.,2.

4 FXPX 24 T2 9 15 ‘ 1.,2.

5 FXPX 24 T2 9 15 1.,2.

6 FXPX 24 T2 9 15 1.,2.

7 FXPX 24 T2 9 15 1.,2.

8 FXPX 24 T2 9 15 1.,2.

9 FXPX 24 T2 9 15 1.,2.

10 FXPX 24 T2 9 15 1.,2.

11 FXPX 24 T2 9 15 1.,2.

12 FXPX 24 T2 9 15 1.,2.

13 FXPX 24 T2 9 15 ~.,2.

14 FXPX 24 T2 9 15 h.,2.

15 FXPX 24 T2 9 15 1.,2.

16 FXPX 24 T2 9 15 1.,2.

17 FXPX 24 T2 9 15 1.,2.

18 FXPX 24 T2 9 15 1.,2.

-

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.

.
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Table lllt-2. CEFP1O: BDU Passive B1-Level Telemetry - Side B Interconnections-CERES Fore

Pin
I

Function
I

Destination
I

wire wire mist Color
I

Interface
I

Timing Notes
(TED015) Size Type Clrcult Diagram

I (TBD015) I Connector I Pin I I
I I I I 014) I 008) I 009) I I

19 FXPX 24 T2 I 10 I 16 1.,2.
u

20 FXPX 24 T2 10 16 1.,2.

21 FXPX 24 T2 10 16 1.,2.

22 FXPX 24 T2 10 16 1.,2.

23 FXPX 24 T2 10 16 1.,2.

24 FXPX 24 T2 10 16 1.,2.

25 FXPX 24 T2 10 16 1.,2.

26 FXPX 24 T2 10 16 1.,2.

27 FXPX 24 T2 10 16 1.,2.

28 FXPX 24 T2 10 16 1.,2.

29 FXPX 24 T2 10 16 1.,2.

30 FXPX 24 T2 10 16 1.,2.

31 FXPX 24 T2 10 16 11.,2.

32
I I FXPX

I I
24

I
T2

I I I I
10

I
16

I
1.,2.

33 FXPX 24 T2 10 16 1.,2.

34 FXPX 24 T2 10 16 1.,2.

35 FXPX 24 T2 10 16 1.,2.

36 FXPX 24 T2 10 16 1.,2.

N.m=

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.
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Table lllt-3. CEFP1O: BDU Passive Analog Telemetry - Side B InterconnectIons - CERES-Fore

Pin Function Destination wire wire Twist Shield Color Interface Timing Notee
(TBD016) Size ~pe Group Group Circuit Diagram

(TBD016) Connector Pin (TJ3 (T:; (’&; (Figure#) (Figure#)

37 FXPX 24 T2 11 17 1.,2.

3s FXPX 24 T2 11 17 1.,2.

39 FXPX 24 T2 11 17 1.,2.

40 FXPX 24 T2 11 17 1.,2.

41 FXPX 24 T2 11 17 1.,2.

42 FXPX 24 T2 11 17 1.,2.

43 FXPX 24 T2 11 17 1.,2.

44 FXPX 24 T2 11 17 1.,2.

45 FXPX 24 T2 11 17 1.,2.

46 FXPX 24 T2 11 17 1.,2.

47 FXPX 24 T2 11 17 1.,2.

48 FXPX 24 T2 11 17 1.,2.

49 FXPX 24 T2 11 17 1.,2.

50 FXPX 24 T2 11 17 J,2.

51 FXPX 24 T2 11 17 ‘1.,2.

52 FXPX 24 T2 11 17 1.,2.

53 FXPX 24 T2 11 17 1.,2.

54 FXPX 24 T2 11 17 1.,2.

55 FXPX 24 T2 11 17 1.,2.

rww!x
1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.
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Table Illu-1. CEAP1O: BDU Relay Drive Commands - Side B InterconnectIons - CERES-Aft

Pin Function Destination wire Wire Twist Shield Color Interface Tlmlng Notes
(TBD013) Size ~pe Group Group Clrcult Diagram

(TBD013) Connector Pin {’ (l-l-: (TT

1 EXPX 24 T2 9 15 1.,2.

2 EXPX 24 T2 “ 9 15 1.,2.

3 EXPX 24 T2 9 15 1.,2.

4 EXPX 24 T2 9 15 1.,2.

5 EXPX 24 T2 9 15 1.,2.

6 EXPX 24 T2 9 15 1.,2.

7 EXPX 24 T2 9 15 1.,2.

8 EXPX 24 T2 9 15 1.,2.

9 EXPX 24 T2 9 15 1.,2.

10 EXPX 24 T2 .’ 9 15 1.,2.

11 EXPX 24 T2 9 15 “ 1.,2.

12 EXPX 24 T2 9 15 1.,2.

13 EXPX 24 T2 9 15 Il., 2.

14 EXPX 24 T2 9 15 1.,2.

15 EXPX 24 T2 9 15 1.,2.

16 EXPX 24 T2 9 15 1.,2.

17 EXPX 24 T2 9 15 1.,2.

18 EXPX 24 T2 9 15 1.,2.

N!2tes

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.
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Table IIIu-2. CEAP1O: BDU Passive Bi-Level Telemetry - Side B Interconnections - CERES-M

Pin Function Destination Wire wire Twist Shield Color Interface Timing Notes
(TBD015) Size Type Group Group circuit Diagram

(TBD015) Connector Pin ;r {’)’ (-l-r; (Figure#) (Figure#)

19 EXPX 24 T2 10 16 1.,2.

20 EXPX 24 T2 10 16 1.,2.

21 EXPX 24 T2 10 16 1.,2.

22 EXPX 24 T2 10 16 1.,2.

23 EXPX 24 T2 10 16 1.,2.

24 EXPX 24 T2 10 16 1.,2.

25 EXPX 24 T2 10 16 1.,2.

26 EXPX 24 T2 10 16 1.,2.

27 EXPX 24 T2 10 16 1.,2.

28 EXPX 24 T2 10 16 1.,2.

29 EXPX 24 T2 10 16 1.,2.

30 EXPX 24 T2 10 16 1.,2.

31 EXPX 24 T2 10 16 1.,2.

32 EXPX 24 T2 10 16 p., 2.

33 EXPX 24 T2 10 16 1.,2.

34 EXPX 24 T2 10 16 1.,2.

35 EXPX 24 T2 10 16 1.,2.

36 EXPX 24 T2 10 16 1.,2.

NQtw

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.
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Table IIIu4 CEAP1O: BDU Passive Passive Analog Telemetry - Side B Interconnections - CERES-Aft

Pin Function Destlnatlon Wire Wire mist Shield Color Interface Timing Notes
(T13D016) Size ~pe Group Group Circuit Diagram

(TBD016) Connector Pin (T;: 0-1- (TT (Figure#) (Figure#)

37 EXPX 24 T2 11 17 1.,2.

38 EXPX 24 T2 11 17 1.,2.

39 EXPX 24 T2 11 17 1.,2.

40 EXPX 24 T2 11 17 1.,2.

41 EXPX 24 T2 11 17 1.,2.

42 EXPX 24 T2 11 17 1.,2.

43 EXPX 24 T2 11 17 1.,2.

44 EXPX 24 T2 11 17 1.,2.

45 EXPX 24 T2 11 17 1.,2.

46 EXPX 24 T2 11 17 1.,2.

47 EXPX 24 T2 11 17 1.,2.

48 EXPX 24 T2 11 17 1.,2.

49 EXPX 24 T2 11 17 (1., 2.

50 EXPX 24 T2 11 17 1.,2.

51 EXPX 24 T2 11 17 1.,2.

52 EXPX 24 T2 11 17 1.,2.

53 EXPX 24 T2 11 17 1.,2.

54 EXPX 24 T2 11 17 1.,2.

55 EXPX 24 T2 11 17 1.,2.

M!lesi
1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable outer shield bonded to shell of harness connector.
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Figure 5. Power Interface Circuit
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Figure 6. Command and Telemetry Bus Interface Circuit
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2. Proposedcable type = GORECXN2702

Figure 7. Time Mark and Frequency Bus Interface Circuit
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I‘1

Figure 8. Science Data Interface Clrcult
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Figure 9. BDU Relay Drive Command Interface Clrcult(s)
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(TBD 022)

I‘1

Figure 10. BDU Passive B1-Level Teiemetry interface Circuit(s)
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Figure 11. BDU Passive Analog Telemetry Interface Circuit(s)
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Figure 12. Command and Telemetry Bus Timing Diagram
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Figure 13. Time Mark and Frequency Bus Timing Diagram
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(TBD 025)

I‘1

Figure 14. Science Data liming Diagram
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Figure 15. BDU Reiay Drive Command Timing Diagram(s)
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Figure 16. BDU Passive Bi-Level Telemetry Timing Diagram(s)
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Figure 17. BDU Passive Analog Telemetry Timing Diagram(s)
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3.

POWER
=—

The instrument power consumption (by mode) is shown in Table NO TAG and details
in Figures 18 and 19.

Turn-on, turn-off, and significant mode switching transients are shown in Figures 20
through 22.

Each power feed side is fused as shown in Figure 5. Test points for fuse verification are
located on pin #(TBD 029), connector#~BD 029)] of the @owerdistribution box (TBD
029)].

size Code I*I)I No.

A 49671 20008825

ASD-EW 2051 =



Table IV. Power Consumption

Mode

#
I

o

1

2

3

4

5

‘6

m

Mode

Launch

Survival

Safe (See Note 1.)

Standby

Biaxial (See Note 2.)

Cross-Track (See Note 2.)

Biaxial Scan/lntemal Calib.
See Note 2.)

Biaxial Operation
l-orbit average power
o% estimated
100% calculated
o% actual

Cross-Track Operation
I+rbit average power
0% estimated
100% calculated
o% actual

Biaxial Operation
2+rbit average power
O’MOestimated
100?40calculated
09’0 actual

Cross-Track Operation
2-orbit average power
o% estimated
100% calculated
o% actual

Power (Watts) I Time [ Use

Average

T
21.43

21.43

36.01

42.61

38.31

46.83

42.61

38.31

42.61

38.31

Peak (Minutes)

o - Once

29.05 - As required

29.05 I - I As required
,

36.01 I - I As required
I 1

81.61 I 100 I Continuous

57.31 100 Continuous

89.0 40 Once/2 weeks

II81.61 WA

57.31 NIA

81.61 WA

57.31 N/A

1. Safe mode values are for worst case sun-pointing safe mode.

2. Peak scan mode loads and loads due to internal calibration are detailed in
Figures 18 and 19.

3. Power by mode as of 30 June 1993.
Orbit average power as of 30 June 1993.
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1.

2.

3.

4.

5.

6.

7.

ELECTROMAGNETIC COMPATIBILITY =—

The instrument conducted and radiated emissions sources are shown in Table V.

The instrument conducted and radiated susceptibilities are shown in Table VI.

The instrument magnetic properties are shown in Table VII.

The instrument magnetic susceptibilities are shown in Table Vlll.

The results of the instrument conducted and radiated emissions tests are shown in
Figures 23 through 26.

The results of the instrument conducted and radiated susceptibility tests are shown in
Figures 27 through 31.

The results of the instrument magnetic properties tests are shown in Figure 32.
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Table V. Emissions (TBD 033)

Source I Location I Frequency (Hz) Emission Range

Table V1. Susceptibility ~BD 034)

Item Location Frequency (Hz) Susceptibility
Range

Table WI. Magnetic Propeties (TBD 035)

Magnetic Fields Dipole Moment

Intensity (pT) i Direction (Am~

Table Vlll. Magnetic Susceptibility (TBD 036)

Item I
Susceptibility

I
■

I I
JYQtQs

A Ampere
Hz Hertz

Meter
7 Tesla
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Figure 24. Conducted Emlsslons Test Data - Power Leads (CE03)
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Figure 25. Radiated Emlsslons Test Data - Electric Field (RE02)

.



(TBD 040)

I‘1

Figure 26. Radiated Emissions Test Data - Magnetic Field (RE04)
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Figure 27. Conducted Susceptibility Test Data - Power Leads (CSO1)
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Figure 28. Conducted Susceptiblllty Test Data - Power Leads (CS02)
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Figure 29. Conducted Susceptibility Test Data - Power Leads (CS06)
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1 INTRODUCHON

This Instrument Flight Operations Understanding (IFOU) is a statement of the EOS-
AM community’s understanding regarding the Multi-angle Imaging Spectro-
radiometer (MISR) flight operations plans and requirements.

This Instrument Flight Operations Understanding will be updated periodically as
requirements evolve and are further defined. Inputs are welcomed from the
Instrument Team, Flight Operations Team, EOS Ground Systems, NASA
Institutional Facilities, and the EOS-AM Project entities.

1.1 Purpose

This IFOU will be used by the Flight Operations Team (FOT) and EOS Operations
Center (EOC) support personnel in defining prelaunch preparation efforts and in
verifying operational readiness prior to launch. Requirements for specific types of
operational support will be defined and implemented consistent with this IFOU.
This IFOU will be used to ensure that instrument needs are properly reflected in
other documentation.

1.2 Scope

This document describes the EOS-AM Spacecraft MISR operations on-orbit and
instrument flight operations support. The focus is from the Flight Operations
Team’s perspective.

Interactivity with ground systems control and interconnectivity to the EOS ground
systems segment are described. Institutional interfaces between Spacecraft,
applicable ground systems and the end-user are included. The flight operations
scheduling, planning, and operations philosophy are included. Aspects of the Earth
Observing System Data and Information System (EOSDIS), as well as the external
systems/faalities with which the Spacecraft flight operations elements interface, are
only addressed as required to clarify these concepts.

The understandings stated herein are explicitly subordinate to interfaces between
MISR and the EOS-AM Spacecraft, as defined in the most recent issue of the
documents listed in Section 2.

This document does not take precedence over any of the requirements,
specifications, documents or interfaces associated with the Spacecraft or affiliated
ground systems.

MISR IFOU Preliminary 1 8/23/93
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2.1 Applicable Documents

The concept and content of this document are consistent with the documents listed
below: -

(GSFC) -421-10-01
30 Oct. 1992

(GSFC) -420-03-02
01 Dec. 1992

20005396 (SEP-101)
15 May 1992

(GSFC) -421-12-03-02
15 Jan. 1993

(GSFC) -420-05-02
13 Nov. 1992

20008830
15 Jan. 1993

Requirements Document for the EOS-AM Spacecraft

General Instrument Interface Specification

EOS-AM Spacecraft Contract End Item Specification

Unique Instrument Interface Document for MISR

Performance Assurance Requirements for the EOS-AM
Observatories

MISR Interface Control Document (ICD)

2.2 Information Documents

The following documents amplify or clarify the information presented in this
document.

20008529 (OPD-11O)
18 May 1992

EOS-DN-SE&I-010
15 May 1992

Eos-DN-sE&I-031
23 Apr. 1992

EOS-DN-C&DH-032
15 Dec. 1991

GsFc-510-3ocD/o191
26 Oct. 1992

20008502 (UID-101)
04 Sept. 1992
MISR IFOU Preliminary

EOS-AM Spacecraft Operations Requirements

EOS Baseline Description Document (BDD)

Command and Telemetry Requirements Analysis

Command and Telemetry Concept Definition

Earth Observing System Data and Information System
(EOSDIS) Flight operations Segment (FOS) Operations
Concept (Revision 3)

General Instrument Interface Handbook

2 8f23P3
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3 INSTRUMENT DEFINITION

The understandings regarding MISR are as follows:

3.1 Basic Description

MISR data will be used in the studies of the ecology and climate of the Earth. Global
observations of the directional characteristics of reflected light are made to gather
information for studying atmospheric aerosols, cloud fields, and land surface
characteristics. MISR provides aerosol data required to vaIidate the Moderate
Resolution Imaging Spectrometer (MODIS) data and correct MODIS images for
atmospheric effects. It also provides data used in MODIS land studies.

MISR is a “push broom” imager with nine charged couple devic~based cameras set
at fixed angles. Four cameras look forward, one camera looks nadir, and four
cameras look aft along the EOS ground path. Images are acquired, by each camera, in
four spectral bands with band centers at 443 (blue), 555 (green), 670 (red), and 865
(near infra-red) nm wavelengths. The spatial sampling is 275 m x 275 m for off
nadir and 250 m x 275 m for nadir observations with no on-board averaging. The
data are averageable within the instrument 2 x 2 (550 m x 550 m), 4x4 (1.1 km x1.1
km), and 4 x 1 (1.1 km x 275 m) in each channel (36 total) independently. The data
cover a 360 km swath yielding a 9-day coverage at the equator, and 2-day coverage at
80 deg. latitude. A particular allocation of averaging modes among channels is
called a “camera configuration”.

MISR contains a microprocessor in the MISR flight computer. This computer
contains ROM and RAM and performs start up and built in test routines upon
power application. Default instrument operating characteristics are stored in ROM,
with operating mode command sequences uplinked at regular intervals to select
locations and lengths of Local Mode targeted observations, and to choose pixel
locations for swath editing. During Local Mode, all averaging is sequentially
inhibited in each of the nine cameras, beginning with the most forward-looking
camera, and cycling through the others. This provides 36 channel high resolution
data over selected 360 x 300 km targets.

3.2 Instrument Operations

MISR, primarily a survey instrument, operates continuously. Instrument activities
are preplanned and scheduled. MISR flight computer commands necessary to carry
out the mission objectives are contained in tables covering a 16 day cycle, which are
uplinked on a TBD schedule. The instrument commands are loaded by the EOS
Operations Center (EOC) during EOS-AM/TDRSS contact periods. During a
nominal 24 hour period, the instrument cycles between the data acquisition modes
and the Dark mode each orbit, as depicted in Figure 1. For each orbit, the beginning
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to be the dark sideorbit boundary is assumed equator crossing. This enables all data
within a swath, including calibrations, to be planned, commanded, acquired, and
archived as a unit.
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FIGURE 1 MISR NOMINAL OPERATIONAL TIMELINE
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Operating modes and corresponding data rates. The first
four are all within the Spacecraft Science Mode. They are not individually
commanded by the Spacecraft. The remaining modes are in a one-to-one
relationship to Spacecraft Modes, and may be commanded individually by the
Spacecraft or ground.

TABLE I MISR OPERATING MODES
i I I I

I OPERATING MODE I DATA RATE (Mb@ I COMMENTS I

I Global I 5.7 to 16 I Nominal daylight mode I
6.8 (1camera)
8.0 (2cameras)

2.5
-

Cycled, sequential camera operation
I+cwides highest resolution - all cameras

.004
Standard darkside mode

Dark AUfocal planes turned off

I standby I I C & DH operational I

I Safe o*
Instrument configured to a

pn4efined state I
Survival o Instrument powered down

Test TBD TBD

OFF o All subsystems are un-powered

● Telemetry consists of housekeeping and critical health and safety on the 1553bus only.
I

The MISR modes are described in the following paragraphs. Table II. summarizes
the MISR mode configurations with respect to the spacecraft (TBR), including
resources (TBR), initiation (TBR), and MISR instrument subsystem configuration.

MISR lFtXJ Relirninary 5 8f23P3
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TARI.F H MISR M(3DE CONFIGURATIONS------ -. . ------- --————— —-————

Spacecraft MISR
Mode Initiator Entry Exit Resources Subsystem

From To Provided Configuration

All subsystemsare un-powered
Safe Mechanisms:“Cover is closed

OFF Spacecraft Standby Standby None ●CPanels Stowed
Survival ●Goniometerat
Science nadir

C&DH: Operationalexcept
off off High Rate Science Link

Standby Spacecraft Safe Safe TBR Camera Elec:Operational
Survival Survival Analog Elec: Operational
Science Science Mechanisms:“Coveris open

●CPanels Stowed
●cmiometer at

nadir

C&DH: Operationalexcept
Standby off High Rate Science Link

Safe Spacecraft Survival Standby TBR Camera Elec:Operational
Science Survival Analog Elec: Operational

Science Mechanisms:‘Cover is closed
“CPanels Stowed
●Goniometer at

nadir

off off SurvivalHeaters Only
SuWval Spacecraft Safe Safe SunfivalPower Instrument monitoredthrough

Science Science TBR ● Pt.- to - Pt. telemetryonly
Standby Standby Mechanisms:Stowed /at nadir

and cover closed

Forths illustration,Science (Entry& Exif) includes:Gbbal, Local,Calibration,Dam
Cpanels - CalibrationPanek

MISR IFOU Preliminary 6 8/23/93
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TA R1.F 11 (cnntinued) MISR MODE CONFIGURATIONS. ----- -- .--- .-—.- --, ------- ---——— ——-.———_——————

Spacecraft MISR
Mode Initiator Entry Exit Resources Subsystem

From To Provided Configuration

C&Dti: Operational
Local Local Camera Elec:Operational

Global MISR Datk Dark TSR Analog Elec: Operational
Calibration Calibration Mechanisms:“Coveris open

●CPanels Stowed
●Goniometerat
nadir

C&DH: Operational
Global Global Camera Elec: Operational- toggle

Local MISR Dark Dark TBR Analog Elec: Operational
Calibration Calibration Mechanisms:“Coveris open

●CPanels Stowed
“Goniometerat
nadir

C&DH: Operational
Global Global Camera Elec:Off

Daft( MISR Local Local TBR Analog Eiec: Operational
Calibration Calibration (low power)

Mechanisms:“Coveris open
“CPanels Stowed
“Goniometerat
nadir

Global Gbbal C&DH: Operational
Calibration MISR Local Local TBR Camera Elec:5 Operational

Dad( Dark 4off
Analog Elec: Operational
Mechanisms:“Coveris open

●CPanels
deployed (1)

“Goniometer
deployed

Test Spacecraft TBD TBD TBD TBD

Forthis illustration,Science (Entry& Exit) includes:Global, Local,Calibration,Dark
Cpanels = CalibrationPanels

MISR IFOU Preliminary 7 8/23P3
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3.2.1.1 Science Modes

a. Global Mode —Global Mode is used for continuous
averaging camera configuration, with constant data

operation in a single data
rate and power

consu&ption, consistent with spacecraft constraints. The MISR PI has chosen a
standard camera configuration baseline (nicknamed “Super Stereo”) with most
channels averaged 4x4, as follows (Table DI):

TABLE III
GLOBAL MODE “SUPER STEREO STANDARD CAMERA CONFIGURATION

/
Band/Cam Df a Bf Af An Aa Ba G m

Blue 4x4 4x4 4x4 4x4 1X1 4x4 4x4 4x4 4x4

Green 4x4 4x4 4x4 4x4 1X1 4x4 4x4 4x4 4x4

Red 1X1 1X1 1X1 1X1 1X1 1X1 1X1 1X1 1X1

Near-IR 4x4 4x4 4x4 4x4 1X1 4x4 4x4 4x4 4x4

b.

The Global Mode camera configuration may change after launch. High
resolution (no averaging), is required for cloud screening and classification
(requires multiple bands and multiple viewing angles), stereoscopic surface
topography and cloud heights, and ground location determination.

Local Mode - Local mode employs cycled, sequential camera operation (i.e.
“toggling”) to provide targeted observation in the highest resolution available
(i.e. unaveraged data) in all channels. The Local Mode can accommodate
toggling of more than one camera at a time to allow for high resolution
observation of multiple nearby Local Mode targets. Local Mode results in
stepwise changes in data rate beyond the Global Mode values, but are within
MISR allocations.

MISR IFOU Preliminary 8 8/23/93
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Atypical Local Mode isolated target observation scenario is as follows:

Each camera, starting with the most forward viewing and progressing to the
back, is switched from the Global Mode to the Local Mode (i.e. turn off data
averaging) as the scene area comes into view. Each camera is switched back to the
Global Mode when its field of view leaves the scene area. Local Mode site
selections are used to provide data at higher resolution than available in Global
Mode. Purposes of the Local Mode site selections are: the determination of
spatial resolution effect on data products; provision of data for specialized
algorithm development; field validation, calibration, and cross-calibration
between instruments; hi-directional land surface reflectance.

Calibration Mode -- MISR calibration utilizes a deployed calibration panel to
present a uniform, near lambertian target. Panel spatial and angular reflectance
properties are monitored with the use of 8 stationary photodiode packages, and
one mounted to a swinging goniometer arm to scan at multiple view angles.
Calibration is done near the poles before or after MISR data taking on the
daylight side. No interruption of the science data occurs since the Earth in the
MISR field of view is not sunlit. Five of the cameras are calibrated at one time.
The 4 aft-viewing and the nadir cameras are calibrated near the North pole. The
4 forward viewing and the nadir camera are calibrated near the South Pole. The
calibration sequence takes approximately 7 minutes; during data-taking, each
channel is toggled between the different averaging data modes.

Calibration times/schedules and command sequences will be developed and
included with the PI’s instrument activity schedule provided to the EOC for
inclusion with scheduled Spacecraft command loads. The calibration frequency
is currently basehned at twice per day during the first day, once again during the
first week, twice again in the first month, and once per month after the first
month, with the two calibration sequences occurring on the same orbit. The
calibration sequence of activities is as follows:

North Pole

1. Da, Ca, Ba, Aa, An

2. Photodiodes ON

South Pole

ON Df, Cf, Bf, Af, An ON

Photodiodes ON

3. Collect Dark Data (Darkside
of Earth)

4. Photodiodes OFF

5. Cameras OFF

MISR IFOU Preliminary 9
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Calibration sequence of activities continued:

6.

7.

8.

9.

10.

11.

12.

13

14

15

16.

=—

South PoleNorth Pole

Deploy North Pole diffuse panel

Cameras ON (Da, Ca, Ba, Aa, An)

Photodiodes ON

Collect Night Calibration data
(No Sun illumination of panel)

Collect Sunrise data
(Sun seen through the Earth’s
atmosphere)

Goniometer ON
(Continue collecting Sunrise data)

Collect Clear Atmosphere Data
(Direct Sun illumination of the panel)

Goniometer OFF

Photodiodes OFF Photodiodes OFF

Cameras powered off in order Stow diffuse panel

Stow diffuse panel Cameras powered off in order

d. Dark Mode - The Dark Mode is the standard mode used over the dark side of the
Earth. The focal planes (cameras) are turned off while MISR is in the Dark Mode.
Engineering functions continue and the high rate engineering data is recorded
on the Solid State Recorder, as well as the critical health and safety, and
housekeeping engineering on the 1553 bus.

MISR IF(IU Preliminary 10 8/23/93
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3.2.1.2 Other Modes (Non-Science Data Acquisition)

e. Standby Mode - The standby mode is a spacecraft commanded pre-determined
state which has the following characteristics:

● AH cameras are OFF.

“ MISR flight computer is powered.

● HR science link is not available

The Standby Mode is used to “gracefully”
step to activating the instrument.

turn off the instrument or as an interim

f.

g“

h.

i.

Safe Mode - The MISR instrument is commanded to this mode for the
Spacecraft in Delta-V mode, and has the goniometer at nadir, the cal plates
stowed, and the cover closed. No science data is acquired, but command and
telemetry across the 1553 bus is available.

Survival Mode - The instrument is powered off with the spacecraft survival
heaters powered. The instrument is monitored only through the hardwired
telemetry (see Appendix III). Goniometer at nadir, the cal plates are stowed, and
the cover is closed.

OFF -- All power is removed from instrument. No telemetry of any kind is
available; the goniometer is at nadir, the cal plates are stowed, and the cover is
closed.

TEST – The test mode data rate and details are TBD.

Mode transitions for MISR are shown in Figure 2.

MISR IFOU Preliminary 11 8/23/93
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Figure 2 Mode Transitions
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3.22 Microprocessor Operation

The MISR microprocessor isa 1750A with 21OK SIL4M, 36K Words PROM .MIL-
STD-1553B ports, 32 bit read/16 bit write parallel port, 16 bit serial input and output
ports handle the Command and Telemetry interface, the time Mark frequency
interface and the high rate saence data interface. A test port is also available.

The MISR flight computer will control all MISR operating modes with the
exception of Survival/OFF mode which is controlled by the ground and/or SCC.
Basic functions of the flight software are command handling, science data
collection, engineering data collection, and data transmission. Collected data are
packetized and transmitted to the spacecraft upon spacecraft request. Data
transmission of packets will depend on the type of packet generated. The flight
software will perform periodic health checks of the flight computer as appropriate.

The flight computer software is called a “microprocessor load”. The parameter
updates containing the activities for the 16 day cycle are called “MISR command
load”. The contents of the microprocessor can be read by transmission across the
1553B interface.

3.2.3 Instrument Commands

The majority of instrument commanding is performed through the use of the
MISR computer. The MISR computer requires only certain commands from the
SCC, as listed in Appendix II. The MISR computer receives all commands across the
1553B Command & Data Handling interface.

3.2.4 Instrument Telemetry

MISR instrument telemetry consists of science, calibration, and engineering data
CCSDS Version 1 packets sent on the high rate science interface, and normal
housekeeping and critical health & safety engineering telemetry sent on the C & DH
Interface (1553 bus). Each packet sent on the high rate science interface has a unique
Application Process Identification (APID) according to the type of data.

Specific MISR instrument telemetry processing requirements are defined in
Appendix III.

3.2.4.1 Science Data

There are two categories of science data to be shipped to the SSR, observational
science data and calibration data. These data are transferred across the high rate
interface in CCSDS packets. These data require 19 unique APIDs, one for each type of

MISR IFOU Preliminary 13 8f23t93
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saence or calibration data. One (1) to three (3) packets will be required to transmit
the data from each MISR CCD line array. The packets will be of differing lengths, but
none will be shorter than lK bits in length per requirements. Packet types and
formats are defined in Appendix III.

3.2.4.2 Engineering Data

The majority of instrument engineering telemetry is recorded with the saence data
on the SSR.

A separate 1553 command bus allows 2 smaller amounts of engineering telemetry
(Housekeeping, and Critical Health & Safety) to be transported to the spacecraft and
ground in real time.

The engineering telemetry included in the high rate science stream will be available
through the DAAC. It will be archived as Level O data, available by request.
Necessary parameter values will be used in the Level 1 processing of the science
data. The engineering data will be available to the MISR operations team at the SCF
for trend analysis, update of alarm limits and limit gradients for transfer to the
Flight Operations Team (FOT). See Appendix III for the detailed engineering
telemetry format.

3.2.4.3 Housekeeping Data

The current concept for the Housekeeping data is that it is the same as the
engineering data from the high rate, but sampled less frequently and shipped out on
the 1553 Command & Data Handling Interface. The Housekeeping data are
transmitted in all states of MISR operation except Survival/OFF.

3.2.4.4 Critical Health & Safety Data

The Critical Health and Safety Data will be a subset of the engineering telemetry,
sent across the 1553 C & DH Interface. Details of the values and format are in
Appendix III ( cumently TBD).

MISR IFOU Reliminary 14 8/23/93
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Bus Data Unit (BDU) for discrete telemetry is:

I TYPE I NUMBER I NUMBER I
ALLOCATED USED

Relay Drive 8 8
Bi-Level 8 7

Passive Analog 16 7

For specifics on these signals, see Appendix III.

3.2.6 Operating Constraints

A constraint is a limitation imposed on the operation of the Spacecraft Bus and
instruments in order to protect or prevent compromise of mission goals.

3.2.6.1 Categories of Constraint/Restraints

Constraints have been defined into the following six categories based upon the
implications of violating those constraints:

a.

b.

c.

d.

e.

Mission Critical (MC) - Those constraints which prevent permanent loss of a
system, subsystem, or a component which would cause the termination of the
mission. The darnage to the hardware can be due to anything from a one
time event to improper usage over an extended period of time.

Hardware Critical (HC) - Those constraints which prevent permanent loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can not be made. The damage to the hardware can be due to anything from a
one time event to improper usage over an extended period of time. (e.g. Loss
of either CERES instrument would fail into this category.)

Configuration Critical (CC) - Those constraints which prevent the loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can bemade by switching to redundant hardware.

Data Critical (DC) - Those constraints which prevent permanent loss or
corruption of a particular set of data, either command or telemetry.

Temporary Data Loss (TL) - Loss or corruption of data, either command or
telemetry, that can be regained.

MISR IF(XJ Preliminary 15 8/23/93
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f. operational Restriction (OR) - Guidelines for procedures when a number of
possible operational options exist or information relevant to the proper
operation of the Spacecraft.

3.2.6.2 MISR Operating Constraints

In order to ensure proper instrument performance, or prevent instrument damage,
the following constraints are imposed by the MISR instrument on spacecraft
integration and test activities, launch and operations.

a. Initial activation shall be performed during real-time contact with the Spacecraft.

b. The instrument cover cannot be closed unless calibration targets are stowed.

c. The instrument cover cannot be opened unless calibration targets are stowed.

d. Calibration targets cannot be deployed until the cover is fully open.

e. The goniometer cannot be operated unless the cover is unlatched.

f. No mechanism can be moved until unlatched.

g. No mechanism can be relatched in flight.

3.2.7 Activation

MISR is powered OFF during launch.

The MISR is configured for activation as follows:

MISR is powered on and checked out during the Spacecraft Operational
Initialization Mission Phase. (See section 4.1 for phase definitions).

The actual activation sequence(s) are TBD and will be added at a later date.

MISR IFOU Preliminary 16 823/93
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4 OPEIWllONAL SYSTEM DEFINITION

The understandings regarding operation of the EOS-AM Spacecraft and ground
system, as each relates to instrument operation, are as follows:

41 Spacecraft Bus

The EOS-AM Spacecraft Bus provides the platform for science instrument
observations, and provides the environment and services necessary to sustain
instrument operability.

The EOS-AM Spacecraft mission can be described by seven mission phases. Each
mission phase represents a predefined period during which a set of interrelated
operations and activities are performed. The primary activities associated with these
mission phases are:

a.

b.

c.

d.

e.

f.

g“

MISR

Prelaunch – Launch readiness of the Spacecraft, launch vehicle, and
associated ground elements is established and verified.

Launch / Ascent -- The launch vehicle places the Spacecraft in the
injection orbit and the Spacecraft senses separation from the launch
vehicle.

Orbit Acquisition Initialization – A positive Spacecraft energy balance and a
S-Band communications link is established. A stable earth-oriented attitude
is attained.

Orbit Acquisition -- The Spacecraft performs the maneuvers necessary to
achieve operational orbit. These maneuvers are designed by the cognizant
operations elements and initiated by ground command under Flight
Operations Team control.

Operational Initialization – The Spacecraft operational orbit is acquired. A
complete housekeeping and instrument equipment checkout is performed @
the Flight Operations Team with technical direction from the Spacecraft Bus
contractor and the instrument PIs or delegates. A fully operational Spacecraft
state is established.

Operational – The Flight Operations Team is responsible for conducting
Spacecraft operations. Proper Spacecraft orbit is maintained and full resources
to the instruments are provided during the science mode.

End of Mission -- Upon decision to end the Spacecraft mission, the
Spacecraft is placed in a dormant state and permitted to experience a normal
orbit decay to re-entry into the Earth’s atmosphere.

IFOU Prelimin~ 17 8/23/93
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Figure 3 depicts a top-level flow of the EOSA.M Spacecraft mission phases.
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4.1.1 Command and Telemetry Systems

The Spacecraft Bus command system provides the primary means of controlling the
Spacem* and instrument operations while in orbit. The Spacecraft Bus telemetry
svstem txovides the means for monitoring Spacecraft status, health and safety, and

and produces the

commanded) and

f~r acq~ring/storing and retrieving EOS-~-science data. Command and telemetry
systems hardware also generates and distributes timing signals,
relative time code which appears within the telemetry format.

During normal operations, 150 Mbps saence playback data (when
16 kbps real-time housekeeping telemetry data is transmitted throughout each
Spacecraft/TDRSS contact. 10 kbps command capability is available to handle uplink
transmissions. The other Spacecraft Bus command and telemetry link capabilities
are shown in Figure 4 (Uplink Paths) and Figure 5 (Downlink Paths). Commands
may be preloaded into the SCC and issued by the stored command capability at
designated times. Repetitive sequences of commands maybe stored within the SCC
and activated by an initiate command to reduce command transmission and storage
volume.

SERVICE Spacecraft DATA
ANTENNA

REMARKS
RATE

SSA HIGH GAIN 10 Kbps
NORMAL COMMAND OPERATIONS

HIGH-RATE COMMANDS

SMA HIGH GAIN 1 Kbps LOW-RATE COMMANDS

SSA OMNI 125 Bps
CONTINGENCY

VERY LOW-RATE COMMANDS

DSN/GN/WOTS OMNI 2 Kbps EMERGENCY
A \

SSA = S-BAND SINGLE ACCESS DSN = DEEP SPACE NETWORK

SMA . S-BAND MULTIPLE ACCESS GN . GROUND NETWORK

WOTS . WALLOPS ORBITAL

TRACKING STATION

FIGURE 4 UPLINK PATHS
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SERVtCE TYPE DATA RATES ANTENNA CONTENT USE
I Q

Play
Back

KSA ~~ 75 Mbps 75 Mbps
High Science Mission
tin Saence Data Processing

Real
Time

Play 256 Kbps
Back

Health & Safety As required for Anomaly
High Housekeeping follow up

SSA
Gain Date

16 KbPs 16 KbPs S(% Dump Data Routine Operation

Real
Time 1 Kbps OMNI Critical Health & Safety Operation without

1 Kbps SCC Dump Date High Gain Antenna

SMA
Real High Housekeeping Data

Operation

~me 16 Kbps Gain Diagnostic
without

SSA

Real
DSN Time 16 Kbps 16 Kbps

OMNI Hwsekeeping Data
Operation without TDRSS

m
WOTS Play

Diagnostic
512 Kbps Emergency Operations

Back

DB Rea, 12.5 Mbps 12.5 Mbps Direct Real-lime MODIS Real-TIme Date

Time
Access
System

Science Data
DWODL 12.5 Mbps 105 Mbps

MODIS (l), ASTER (0)
Real-Time Date

Direct
DP ::g 75 Mbps 75 Mbps Access

Playback

System
~ience Data Instrument Playback Date

DB pm? 12.5 Mbps
Real-Time

Direct !3Sence Data
MODIS Real-Tree Data

Access

DP Play 105 Mbps System Playback
Back %Ience Date Instrument Playback Data

7

0S = Direct Broadcast KSA = K-band single access
DDL Z= Direct Downlink SSA . S-band single access
DP = Direct Playback SMA = S-band multiple access
DSN = Deep Space Network TDRSS = Tracking and Data Relay
GN= Ground Network Satellite System
WOTS. Wallops Orbiial Tracking Station

&

FIGURE 5 DOWNLINK PATHS
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The Direct Access System (DAS) provides for direct-to-user downlink of science data
via the X-band transmission system which is independent of the High Gain
Antenna (HGA). A summary of Spacecraft downlink services, including the DAS,
is shown in Figure 5 (Downlink Paths).

Normal operation will be to configure the DAS for continuous operation in the
Direct Broadcast (DB) mode, providing uninterrupted output of real-time MODIS
science data along the orbital path. When scheduled by the EOC, the DAS Direct
Broadcast/Direct Downlink (DB/DDL) mode will provide direct-to-user ASTER
science data on the X-Band Q channel, in addition to the MODIS data on the X-Band
I channel.

The DAS Direct Playback (DP) mode is considered an
used only in the event the Solid State Recorder (SSR)
back through the HGA.

emergency mode and will be
science data cannot be played

The EOC scheduling function will coordinate DAS operations with the user ground
stations. The Spacecraft DAS services will be managed via the SCC stored
command and Relative Tune Command Sequence (RTCS) capability.

4.1.2 Spacecraft Controls Computer

The Spacecraft Controls Computer (SCC) provides the hardware, software and
firmware support for control of on-board operational processes.

Specific requirements for interaction between SCC functions and instrument
operation are defined in Appendix I.

4.1.2.1 Spacecraft Controls Computer Description

There are redundant SCCS, each of which hosts the firmware to provide SCC
initialization functions. Both SCCS can be simultaneously powered and host the
full software load but only one SCC can be active at any time. Once loaded, the
active SCC software provides a real-time Operating System and supports the
execution of application software for the Spacecraft subsystems and instruments.
The SCC provides a number of application software services to maintain Spacecraft
and instrument operability.

a. The SCC Operating System/Executive is a standardized operating system

which supports the execution of the SCC applications software and
manages the SCC resources (1/0, scheduling, memory management, timing).
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b. The Command, Telemetry and Control (CT&C) application interfaces with all
SCC-resident software and provides the following services:

1.

2.

3.

4.

5.

6.

7.

Validation and distribution of ground commands for SCC applications
software execution.

Performs system level Fault Detection, Isolation and Recovery (FDIR).
The FDIR software resides in the SCC applications programs and in the
Telemetry Monitor (TMON).

Storage and processing of Absolute Time Commands (ATC) and Relative
Tne Command Sequences (RTCS).

Sequencing control of SCC-issued subsystem and instrument commands
(Absolute-time stored commands, Relative-time stored commands,
closed-loop control commands and FDIR commands).

Performs Spacecraft Time management, and provides for generation
and distribution of the SCC Time of Day (TOD) information to the
instruments.

Collects SCC telemetry for inclusion in the downlinked telemetry
stream.

Collects, formats and distributes Ancillary data to the instruments via
the Command & Telemetry Bus.

c. The Attitude Determination and Control (ADAC) application software
provides software to acquire and maintain Spacecmft attitude within the
accuracy limits necessary for instrument operation. The ADAC application
provides control of the Solar Array Drive and High Gain Antenna via closed-
loop control and FDIR commands.

d. The Navigation (NAV) software performs Spacecraft orbit determination and
control. NAV provides position and vector information to the ADAC. NAV
also provides telemetry data, Doppler compensation information, closed-
Ioop control and FDIR commands.

MISR IFOU Preliminary 22 8/23/93



20043114

26 August1993
=—

e. The Thermal Monitor and Control Software (TMCS) provides autonomous
control of the active Spacecraft thermal control elements [Heater Controller
Electronics (HCES) and Capillary Pump Heat nansport System (cl’~)1 to
maintain the Spacecraft bus and instrument temperatures within allowable
operational limits. The TMCS provides telemetry data, closed-loop control
and FDIR commands.

f. The Power Monitor and Control Software (PMCS) provides autonomous
control of the Electrical Power System (EPS), including battery charge control
and automatic load shedding. The PMCS provides telemetry data, closed-
loop control commands and FDIR commands.

The Telemetry Monitor (TMON) will be used to monitor critical Spacecraft bus and
instrument telemetry. TMON provides the on-board capability to monitor
spacecraft housekeeping data and SCC memory and to initiate autonomous action
when predefine anomalous conditions occur. TMON has the capability to mask
out telemetry information, perform logical operations on the telemetry
information and compare the results to predefined values. If specific anomalous
conditions occur, TMON will trigger predetermined actions which may be 1) no
action, 2) issue a spacecraft command, or 3) issue a command to activate a Relative
Time Command Sequence (RTCS). When a TMON action is triggered, a message
will be inserted in the spacecraft activit y log which will speafically define the action
taken. TMON is table-driven via the telemetry monitor tables, which are ground-
controllable. Each TMON function may be individually enabled or disabled ~
ground command. Each TMON function may also be inhibited from issuing its
predetermined commands, while still being allowed to perform its comparison
check and notify the activity log if an anomalous condition is detected.

The Fault Detection, Isolation and Recovery (FDIR) system is designed to
autonomously reconfigure the Spacecraft in response to predefined survival-critical
hardware or software failures. The intent of the FDIR is to minimize autonomous
switching, while protecting the Spacecraft Bus and instruments and providing those
services required for survival. Anomalies which are not time critical will be
resolved by ground intervention rather than FDIR action. Most of the FDIR
software resides in the SCC application software programs. FDIR utilizes the TMON
software to perform simple, table-driven FDIR functions.

The FDIR system monitors the state of various Spacecraft hardware and software
functions, determines fault occurence and generates fault recovery commands to
the Spacecraft. When necessary, the FDIR controls the Spacemaft entry into Safe
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Mode and Survival Mode. Since the SCC may not be functional during these
modes, some FDIR functions are distributed in hardware throughout the Spacecraft.
If the SCC is non-functional, stored command and RTCS operation will also be
interrupted. Safe Mode and Survival Mode recovery will be accomplished only ~
ground command.

4.1.2.2 Spacecraft Controls Computer Operation

During normal flight operations a SCC stored command table memory load will be
Derformed once per day with the list of Absolute T3rne Commands (ATC) and
z a .

associated time tags necessary to perform Spacecraft operations for the next 24
hours. Figure 6 shows the stored command structure.

Absolute Time Stored Command
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FIGURE 6 ABSOLUTE TIME STORED COMMAND STRUCTURE
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The SCC will distibute each stored command to the appropriate spacecraft or
instrument subsystem when the time tag matches the Spacecraft time. The
command time tag resolution is 1.024 seconds. The SCC has the capability to accept,
store and distribute up to 3000 stored commands. Each stored command has an
assoaated inhibit identifier by which the SCC identifies the functional group to
which the command belongs. All commands in a functional command group (as
determined by the SCC inhibit table) may be inhibited from execution by either
ground command or FDIR/TMON generated command. Figure 7 depicts stored
command operation. Stored command loads will be planned to occur at least 6
hours prior to the end of the last stored command load, so there may be up to 30
hours of Spacecraft commands in the stored command table at that time. Specific
stored-command requirements for instrument operation are defined in Appendix I.

FIGURE 7 ABSOLUTE TIME STORED COMMAND OPERATION
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During flight operations, groups of commands known as Relative Time Command
Sequences (RTCSS) will be used to provide at least 128 SCC-resident predefine
command sequences. Each RTCS has an associated RTCS sequence number, an
inhibit ID, and up to 16 Relative Time Commands with assoaated relative time
tags. Figure 8 illustrates the RTCS structure. RTCSS may be executed by ground
command, stored command, SCC (FDIR/TMON) generated command or by another
Relative Time Command. The relative time tag associated with each command
defines the time delay relative to the previously dispatched command. Relative
time tags have a resolution of 1.024 seconds. Each RTCS will have an associated
inhibit identifier by which the RTCS may be inhibited from execution by ground
command or FDIR/TMON generated command. No inhibit identifier will be
provided for individual commands within the RTCS. Multiple RTCSS may be
active at the same time.

Relatlve Time Sequence Commands
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FIGURE 8 RELATIVE TIME COMMAND SEQUENCE STRULTUKh
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RTCSS will be loaded into the SCC via ground command and will remain in the
SCC memory until removed or over written by ground command. They do not
require reloading on a regular basis. RTCSS will be used to perform repetitive
functions on-board the Spacecraft (thus reducing the number of stored commands
required), and as a command resource for the TMON/FD~ software.

Specialized RTCSS may be loaded, particularly during the Launch through
Cherational Initialization Mission Phases, for such time-critical operations as solar
a~ay release and deployment in order to minimize the need for ground control,
These RTCSS will be deleted and/or replaced for normal operations.

Figure 9 depicts RTCS operation.
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4A3 Command and Telemetry Interface Unit

The Command and Telemetry Interface Unit (CTIU) is a central component for
command and telemetry processing. The CITLJ provides the processing and routing
of command and telemetry data between the ground system, the Spacecraft Controls
Computer and the Spacecraft instruments and housekeeping systems. The CTIU
provides the following spacecraft services:

a.

b.

c

d.

There

Uplink command decoding, processing, and distribution within the
spacecraft.

Collection and formatting of spacecraft housekeeping and ancillary data in
preparation for mass storage or immediate downlink.

Spacecraft command, telemetry and closed-loop interfaces to the Spacecraft
Controls Computer (sCC).

Maintenance and distribution of Spacecraft Time and reference frequencies
within the spacecraft including the coordination of Spacecraft Time with
ground timing and ranging systems.

are two redundant CTIUS, only one of which is active at any time and which
acts as the Command and Telemetry -(C&T) bus controller. The other CTTU is a ‘hot
standby’ and acts as a Remote Terminal (RT). Both CTIUS are always powered when
the Spacecraft is powered. Both the active and standby CTIUS can receive and
execute uplinked CTIU-specific commands.

The active CTIU receives commands and command data from the ground via the S-
Band Transponder, in addition to FDIR commands , closed-loop commands, and
Absolute-time and Relative- time stored commands from the Spacecraft Controls
Computer. CTIU-specific commands are executed immediately, while SCC-specific
commands and command data (SCC table, software or stored command loads) are
transferred to the SCC via the CTIU-to-SCC serial interface. The CTIU processes
and distributes all other command data (Spacecraft or instrument commands and
microprocessor loads) to the appropriate subsystem or instrument via the C&T bus.
Since the SCC may be inoperative when the Spacecraft is in safe mode, only the
CTIU processes real-time ground commands. Figure 10 illustrates the CTIU
command processing flow.
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The CTIU receives Spacecraft subsystem and instrument telemetry via the C&T bus
and the Bus Data Units (BDU). The CT~ formats the telemetry data for outPut to
the Solid State Recorder (SSR) and/or the S-Band Transponder. Figure 11 shows
the CTIU telemetry processing flow.
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The active C’ITU also provides the Spacecraft master clock and time services. The
Master Oscillator (MO) provides the frequency reference signals to the S-Band
transponder and CTIU with a frequency accuracy of 1 part in 108.

The CTIU propagates the master Spacecraft Clock using the MO frequency reference.
The difference between the Spacecraft Clock and Universal Time Code (_UTC)is the
Clock error, which will grow due to the time-integrated effect of MO frequency
errors. The Clock error must be periodically measured, and must be corrected when
it approaches 30 milliseconds. The CTIU supports the accurate measurement of the
Clock error via the ground based NASA User Spacecraft Clock Calibration System
(USCCS). The USCCS is a distributed system using TDRSS White Sands Ground
Terminal (WSGT), Network Control Center (NCC), EOS Data and Operations
System (EDOS), EOC, and the on-board transponder to determine and correct the
Spacecraft Clock error. USCCS software is required in the EOC to process the
information and provide the on-board clock bias. The USCCS system currently
guarantees calibration accuracy of +/-5 microseconds with respect to UTC. It is
anticipated that EOC would request a clock calibration as often as once per day, and
will update the Clock bias as necessary to maintain 10 microsecond accuracy.

The Spacecraft Clock may be set and adjusted either by ground command or from
SCC-resident software. Both initialization and delta-time (fine adjustment)
commands are supported. Clock initialization commands generally cause service
interruption in the navigation system and will be used only for system
initialization and failure recovery. Delta-time adjustment commands may be
executed with a 1 microsecond accuracy and cause minimal disturbance to the
system for short periods of time. Delta-time adjustments will be used for clock
adjustments when necessary. Clock adjustment and bias update operations will be
scheduled to provide minimum perturbation to instrument operations. The EOC
FOT will provide coordination of all clock adjustments and bias updates and
notification of all users of time-tagged Spacecraft data, as required.

The CTIU also provides two separate time and synchronization services :

a. The Standard Time (ST) service provides moderate accuracy synchronization
and Time Of Day (TOD) information in support of Spacecraft housekeeping
functions. In general, Spacecraft functions (except for navigation) do not
require knowledge of UTC, but some functions such as stored command
processing do require Time Of Day (TOD) knowledge.
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b. The Precise ‘IIme (PT) service delivers high accuracy, high precision time data
to the science instruments and the on-board navigation function, which have
more stringent accuracy requirements. The instruments require an on-board
time reference accurate to within 100 microseconds relative to UTC. The
desired accuracy for navigation measurement data time taggjng is +/-10
microseconds. “

4.1.4 Science Formatting Equipment

The Science Formatting Equipment (SFE) is part of the high-rate data handling
system for the Spacecraft. The major function of the SFE is to internally route
saence data from the SSR, High Rate instrument and Low Rate Saence Bus input
ports to the appropriate SSR, KSA and DAS modulator output ports. Data routing
in the SFE consists of processing the asynchronous packetized input data and
transferring the data, in the proper format, to the KSA and/or DAS modulators or
to the SSR output (record) port at data rates up to 150 Mbps.

The SFE is fully redundant, including the buses, the bus controllers, and the
internally cross-strapped input and output ports. The SFE generates all internally
used frequencies.

The SFE input interfaces are defined as follows:

a.

b.

c.

d.

The Low Rate Science Bus provides for up to 6 remote terminals including the
instruments and the 2 CITUs. The Low Rate Science Bus will carry telemetry
data, ancillary data, and low rate saence instrument (CERES and MOPIIT) data
with a maximum aggregate input data rate of 200 kbps. The SFE will control the
Low Rate Saence Bus via two Bus Controllers, only one of which will be active
at any given time.

Each of the SFE High Rate serial input ports will accept variable size packets of
science data at up to 50 Mbps from the high rate data Instruments.

The SFE will receive SSR playback data on two redundant ports, only one of
which will be active at any time. The data rate for the active port will be
selectable at O,105 or 150 Mbps.

The BDU interface provides control of the SFE configuration, operating mode
and input/output r>tes through either SCC or ground generated commands

The SFE output interfaces are as follows:
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The SFE will output independent data streams to each channel of the redundant
KSA and DAS modulators. The KSA modulators each have a single channel,
while the DAS modulators each have two independent channels.

The SSR record interface consists of unidirectional ports from the SFE to the
SSR. Only the SSR Record interface port which is connected to the active SSR
controller will be active. The SFE/SSR record data stream consists of Channel
Access Data Unit (CADU at a fixed recording rate of 150 Mbps.

The BDU interface provides for the collection of SFE housekeeping telemetry
During normal operations the SFE will be configured to output speafic data
streams, accepting and routing instrument and Low Rate Science Bus data to the
SSR and the modulators:

1.

2.

3.

4.

The SSR record output will be configured to record all High Rate
instrument and Low Rate Science Bus data.

The KSA modulator output will be configured for SSR playback via
TDRSS, requiring ground commands during each TDRSS contact to turn
the SFE playback clock on and off.

The Direct Access System (DAS) Direct Broadcast (DB) link will transmit
real-time MODIS instrument data.

The DAS Direct Downlink (DDL) will transmit ASTER real-time data.

The FOT will monitor the SFE performance during real-time housekeeping
telemetry data reception.

The SFE interfaces are shown in Figure 12.
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FIGURE 32 SFE INTERFACE BLOCK DIAGRAM
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4.1.5 Solid State Recorder

The Solid State Recorder (SSR) is a high capaaty data storage device consisting of
two redundant Data Control Units (DCUS), and two identical Data Memory Units
(DMUS). Figure 13 shows the SSR basic configuration. In operation, only one DCU is
active at a given time. The DCU contains the record/playback processing, and
command and telemetry processing. A part of the 2.4 Gbit DCU memory (357 Mbit)
is allocated to housekeeping telemetry data storage. The total 140 Gbit memory
capacity is provided by the two DMUS plus the local memory contained in the DCU.
The SSR maybe commanded into a Low Power Mode in order to provide the CTIU
interfaces and the associated record/playback functions while minimizing the SSR
power dissipation. In the Low Power Mode, only the active DMU and its local
memory is powered and housekeeping telemetry record and playback via the CTIU
is available. Low Power Mode is entered when the SSR is powered up and may be
entered by command from the Saence Mode.
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The SSR is capable of simultaneously recording and playing back science data via
interfaces with the Science Formatting Equipment (SFE). Concurrently the SSR is
capable of recording or playing back housekeeping telemetry data via an interface
with the CTIU. The SFE and CTIU interfaces operate independently of each other.

The SSR is capable of recording science data from the SFE at a data rate of 150 Mbps.
The SSR will sort and record spacecraft science data in separate logical data buffers
sorted according to the Virtual Channel Identifier (VCID) of the data source. Up to
eight science data storage areas [circular first in first out (FIFO)]buffers may be
provided, each accepting data from a single or multiple VCIDS. The four ASTER
VCIDS may be directed to a single data buffer. Figure 14 illustrates the SSR science
data buffer utilization. This capability will provide for selective playback of the
science data. The proposed buffer sizes will accommodate at least one full orbit of
data when instruments are operated in their predicted profiles. The current
proposed buffer sizes are shown in Table IV. Each SSR buffer maybe commanded to
allow the oldest data to be overwritten or to protect the data (overwrite inhibited).

Table IV Proposed SSR Buffer Sizing
Data Type Buffer Size Remarks

Housekeeping 357 Mbits Four Orbits of data
Low Rate Saence 357 Mbits 105 minutes of data

1

MODIS 44.8 Gbits 60 reins day rate, 50 reins night rate
MISR 24,9 Gbits 67 reins of data. >1 orbit nominal ops

ASTER 69.6 Gbits 12.9 reins at 90 Mbps.

The SSR is capable of playing back recorded science data at a maximum data rate of
150 Mbps. The SSR input and output data streams consist of integral numbers of
8192 bit blocks which are referred to as Channel Access Data Units (CADUS). The
first requested CADU for each requested playback shall be preceded by the last 100 to
256 CADUs played back from this buffer during the previous playback. The SSR will
not erase science data during playback, but the oldest data will be overwritten when
a new recording session occurs directly over previously recorded data. The science
data output stream from each buffer will be in the same time order in which it was
recorded. The SSR is capable of playing back any ground-specified portion of the
stored saence data.

The SSR is capable of recording and playing back 16 Kbps Spacecraft housekeeping
telemetry data via cross-strapped interfaces to the Spacecraft CTIUS. The
housekeeping input and output data streams consist of housekeeping telemetry
CADUs which are recorded in and played back from the 357 Mbit arcular FIFO DCU
buffer. The SSR can record or playback the housekeeping data concurrently with the
science data playback, but - ca-nnot
simultaneous y. After four orbits the
overwrite the housekeeping data.

MISR IFOU Preliminary
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See Figure 15 for a typical operating scenario.
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The SSR plays back stored housekeeping data at a ground-commanded rate of either
256 Kbps (via TDIZSS) or 512 Kbps (via DSN/GN/ WOTS). The output data stream
consists of integral numbers of CADUs. The first requested CADU for each playback
will be preceded by the last 100 to 256 CADUs played back from the buffer during the
previous playback. The SSR will not erase telemetry data during playback, but the
data will be overwritten when a new record segment occurs directly over previously
recorded data regardless of the playback status of the previously recorded data. The
telemetry data output stream will be in the same time order in which it was
recorded.

The SSR telemetry will provide status information for each buffer which will be
evaluated by the EOC to assure complete data retrieval. The status information will
indicate

a. The locations of the beginning of data that has not been dumped
b. The current location of the record pointer
c. The location of the dump pointer.

The EOC will track the instrument science and the housekeeping telemetry data
times, the data position in the SSR memory, and the playback status of recorded
data in order to ensure no loss of either science or housekeeping data.

Normal SSR operation will be to record all science data, with the SSR always in
Record mode and the SSR data input being determined by the instrument
operations. The high rate instruments and Low Rate Science Bus output will be
recorded in separate buffers, The operating plan for retrieving science data from the
SSR is to play back the data during two nominal 10 minute TDRSS contacts during
each EOS-AM orbit. At the data rates available, a full SSR (all buffers full) would
take approximately 18 minutes to dump completely. Since the peak data generation
of the instrument set occurs during the daylight observations, and six to eight
minutes of SSR playback will occur during each ten minute TDRSS contact, all data
contained on the SSR may not be retrievable during a single 10 minute contact.

TDRSS contact spacing and location will be influenced by the
Spacecraft/TDRS/Earth geometry and the TDRSS scheduling requirements, but
equally spaced contacts (approximately 40 minutes apart) are the current Plan.

SSR operations will be controlled by a combination of stored and real-time
commands. Science instrument data start/stop operations will be initiated by stored
commands generated by the EOC scheduling function, while memory
configuration, mode change, playback and communication link configuration
commands will be via real-time commands.
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Nominal SSR operations (see Figure 16 for the SSR operation profile) will be as
follows:

a.

b.

c.

d.

e.

f.

g“

The housekeeping telemetq data will be continuously recorded in the DCU
memory, overwriting the housekeeping buffer after approximately 3.5 orbits.
The housekeeping buffer will be played back only in the event of a Spacecraft
anomaly or to provide specific data for ground analysis.

The SSR will continuously record CERES, MOPI’IT, ancillary and telemetry
data from the Low Rate Science Bus via the SFE into the Low Rate buffer.
This data will continue to be recorded even while the SSR is being played
back.

The SSR will record science data from the instruments via the SFE into their
respective buffers. The ASTER data may be recorded into one buffer or maybe
sorted by VCID into four different bufferslnstrument data will continue to be
recorded even if the SSR is being played back during the record period.

The SSR saence data will be played back during each scheduled 10 minute
TDRSS contact (twice per orbit). The science data buffers will be played back in
sequence, oldest data first, such that sufficient space is available in each buffer
to accommodate the science data scheduled to be recorded before the next
TDRSS contact.

The ASTER and MISR buffers will be completely played back if possible.

The LOW Rate and MODIS buffers will nominally never be completely
emptied since the instruments will be continuously producing science
data. Playing back older saence data while simultaneously recording new
saence data will be the normal operational configuration.

SSR playback start and stop wiIl be controlled by ground command.
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Figure 16 SSR Operation Profile
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491.6 Bus Data Unit

The Bus Data Unit(s) (BDU) provides standard command and telemetry interfaces
between the Spacecraft housekeeping components and instruments. The BDU is an
internally redundant device.

The BDUS collect, reformat and transmit housekeeping and instrument telemetry
data to the active CTIU via the C&T bus. The BDU provides analog/digital signal
conversion and conditioning.

The BDUS also receive command data from the active CTIU via the C&T bus,
processing and issuing the commands. BDUS may issue relay drive, logic pulse or
serial commands.

4.1.7

The

Initial Spacecraft Operation

Spacecraft command and telemetry systems are active during all Spacecraft
missio-n phases, and are fully available to support initial activation and subsequent
operation of MISR.

The Spacecraft operational orbit is acquired during the Spacecraft Operational
Initialization Phase. A complete housekeeping and instrument equipment checkout
is performed and a fully operational system state is established. The EOC activities
are augmented by Spacecraft engineering support from the contractor’s facility and
Instrument Team representatives.

Figure 17 shows a typical time-line representation of the activities during the
Operational Initialization Phase.

OPERA 770NAL tfVITJALtZA ~ON MISSION PHASE
OPERATIONAL

3-5 DAYS

=71

DAY 90 (TBR)

+

I

INSTRUMENTS
I

OUTGASSING - ACTIVATION - ALIGNMENT - CALIBRATION

MATURE
OPERATIONS

I

FIGURE 17 OPERATIONAL INITIALIZATION PHASE ACTIVITIES TIMELINE
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4.1.8 Spacecraft Maneuver Operations

Throughout the EOS-AM mission, periodic orbit maintenance maneuvers are
executed by the Spacecraft to maintain the operational (705 km) orbit requirements.
The frequency of orbit adjusts is TBD. Each maneuver is planned and scheduled in
advance of execution. Orbit maintenance maneuvers are not enabled without
providing an opportunity for appropriate instrument reconfiguration, except in
Spacecraft emergency situations. The Propulsion Subsystem provides impulse for
orbit maintenance.

The Spacecraft is monitored by the Flight Dynamics Facility (PDF) through TDRSS
ranging, and by the EOC, which uses TDRSS Onboard Navigation System (TONS)
determinations. When required, orbit adjust calculations are performed to
determine the direction and length of the burn, and the required start time. These
calculations are used to generate stored commands. Upon completion of the burn,
Spacecraft orbital parameters are monitored to determine the need for further
~rrection. Figure 1%summarizes the steps described in paragraph 4.1.8

EOS-AM
SPACECRA=
EPHEMERIS

(EACKUP TO TONS)

TDRSS TONS

CALCUI-ATE
GROUND TRACK FDF

ERROR

PLAN FDF i EOC
ORBIT ADJUST

CALCU LATE
FIRING

FDF J EOC
GENERATE &

LOAD STORED
COMMANDS

SCHEDULE &
PERFORM

EOC

ORBIT ADJUST

I

FIGURE 18 ORBIT MAINTENANCE SCENARIO
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4s.9 Autonomous Operations

The Spacecraft Fault Detection, Isolation and Recovery (FDIR) System protects the
Spacecraft Bus and instruments in the event of survival-critical failures that occur
in the absence of ground command and control. To accomplish this, the FDIR
system autonomously switches the Spacecraft’s configuration (equipment
configuration and operating mode) in response to predefine survival-critical faults
to isolate faults and prevent propagation. The FDIR system resides mostly in the
SCC. This system provides autonomous action only if the fault detected is time
critical to Spacecraft survival.

The major Spacecraft functions assessed by the on-board FDIR system requires a
Flight Operations Team response in the event of function loss. The Flight
Operations Team takes predefined actions in the event a FDIR event is detected.

The Spacecraft Safe Mode or Survival Mode is entered only after unsafe conditions
or pending unsafe conditions are detected by the Flight Operations Team or the
Spacecraft on-board FDIR system.

The Spacecraft may autonomously transfer into Safe Mode which may involve a
degraded Spacecraft operation, and may also involve interruption of stored-
command execution (only in the case of SCC or CTIU/C&T Bus loss).

Safe Mode or Survival Mode recovery occurs in predefined ground command /
control steps only after detailed analysis and Spacecraft subsystems checkout and
Operational Readiness verification.

4.1.10 Spacecraft Bus Operating Modes

The Spacecraft Bus operating modes are defined by the minimum functional and
performance capabilities that are required to satisfy mission conditions and
constraints.

Transition between a primary mode and a back-up mode is initiated by either
Ground Command (stored or real-time) or on-board FDIR logic. The on-board
Spacecraft Bus computer [SCC] autonomously initiates a transition from a primary
mode (ie; Science Mode) to a back-up mode (ie; Survival Mode) following violation
of preselected FDIR criteria. Exit from a back-up mode to a functionally more
capable mode is by ground command only.

MISR I.FOUPreliminary 44 8/23/93
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EOS-AM1SPACECRAFTMISSIONPHASES

SPACECRMT &bit
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Ground Test Mode P B

lanchfAocent Mode P P
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ScienceMode P P
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Safe Mode B B B B B B

A

FIGURE 19 SPACECRAFT OPERATING MODES AVAILABILITY

The Spacecraft Bus system operating modes are:

a.

MISR

Ground Test Mode. - The Ground Test Mode is a non-flight mode, used by
the Launch Operations Team, in the Pre-Launch Phase following Spacecraft to
Launch Vehicle integration. During the Ground Test Mode, the Spacecraft
Bus undergoes comprehensive performance testing. Instrument science will
not be tested during this mode but the integrity of instrument interfaces are
verified. No deployments will be performed during the pre-launch tests.

The Spacecraft is essentially in a check-out state receiving power from the
Launch Vehicle T - minus zero umbilical, at the launch pad. The Spacecraft
readiness for launch is established. The batteries are charged and equipment
powered, as required, for low rate telemetry and commanding. Telemetry is
provided to the Ground Support Equipment via the T - minus zero umbilical
Spacecraft 1 kbps health and safety telemetry will be multiplexed with the
Launch Vehicle telemetry and made available via the Launch Vehicle
telemetry and antenna systems after Spacecraft disconnect from the T - minus
zero umbilical. The software and data tables are loaded with the appropriate
parameters for Orbit Acquisition Initialization and Orbit Acquisition Phase
activities.

The Ground Test Mode is entered by ground command. The Ground Test
Mode is exited into the Launch/Ascent Mode for the Launch Phase upon the
Spacecraft going to internal power.
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h LauncWAscent Mode - The Launch/Ascent Mode is a primary mode in
both the Launch/Ascent and Orbit Acquisition Initialization Phases. The
instruments are powered off with survival heaters enabled. Housekeeping
equipment is powered as required for low-rate commanding and telemetry,
with survival and operational heaters enabled.

The Flight Operations Team will monitor the Spacecraft telemetry received
via the launch vehicle when it becomes available. No direct Flight
Operations Team command/control involvement is necessary during the
Launch and Ascent, assuming nominal Spacecraft conditions and activities.

Upon detection of separation from the launch vehicle, preprogrammed logic
wiIl be activated to perform major early mission activities, including

“ An attitude maneuver to obtain an Earth-oriented attitude

● Deployment of the solar array to support the bus load and begin battery
recharge

● Establishment of an S-band command/telemetry link, primarily with
TDRS via the omnis

“ Deployment of the High Gain Antenna

“ Enable the FDIR algorithms necessary for autonomous transition to
Survival Mode or Safe Mode in the event of predefined failures. These
algorithms will remain enabled throughout the subsequent mission
phases.

Launch/Ascent preprogrammed activities will, as a backup, accept real-time
ground commanded initiation, provided that a communication link with the
ground has been established.

Nominally, exit from the Launch/Ascent Mode to Standby Mode will be
ground commanded when the major early mission events (e.g. earth
acquisition, energy balance, High Gain Antenna deployment) have been
successfully completed. If an anomaly occurs after the Spacecraft has separated
from the launch vehicle, the transition from the Launch/Ascent Mode to
either the Survival Mode or Safe Mode may be commanded either by
autonomous on-board logic or by ground command.

c Standby Mode – Standby Mode is used during Spacecraft subsystem checkout
or as a back-up to the Science Mode. Although instrument science is not
supported in this mode, instrument housekeeping functions can remain
operational. Services provided during the Standby Mode include
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Full power is provided. The Spacecraft Bus maintains a positive energy
balance. The Spacecraft solar array tracks the sun.

Thermal control is provided.

Nominal S-Band Spacecraft Bus and instrument ho~ekeeping (16 Kb) /
health and safety (1 Kb) telemetry are provided”

Commands are processed and distributed.

Spacecraft housekeeping, health, and safety data storage and retrieval are
operational.

The SCC is operational including High Gain Antenna pointing and
control.

The Spacecraft Guidance and Navigation functions operate nominally,
provi~ing Earth-pointing (precisio{if transition is from Saence Mode).
The TONS system is operational with the Spacecraft ephemeris loaded as
back-up.

Science Mode -- The Science Mode is the primary mode used during the
Operational mission phase and during on-orbit instrument checkout. During
Saence Mode the Spacecraft Bus provides the full complement of resources.
Services provided during the Science Mode include:

●

●

●

●

●

●

●

Full power is provided. The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun.

S-Band Spacecraft Bus and instrument housekeeping / health and safety
telemetry are provided.

Science data transmission (real-time or playback) capability on the K-Band

and Direct Access System are provided.

Anallary data and time-tagged navigational

Commands are processed and distributed.

data functions are provided.

Spacecraft high rate and low rate data storage and retrieval are
operational.

The SCC is
control.

IIWU Preliminary

operational including High Gain Antenna pointing and
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. The Spacecraft Guidance and Navigation functions operate nominaIly,
providing precision Earth-pointing. The TONS system is operational
with the Spacecraft ephemeris loaded as back-up.

e. Delta-V Mode - The Delta-V Mode is a propulsive mode used to raise
Spacecraft altitude from the injection orbit to mission operational altitude,
arcularize the mission orbit and to provide periodic correction to
maintain the mission orbit. At a minimum, in the Delta-V Mode, the
Spacecraft can be at suMval power levels, and at a maximum, the
Spacecraft can beat full power.

Best case: (such as plamed Deha-V during the Operational Phase)

●

●

●

●

●

●

Full power is provided.

The spacecraft Bus maintains a positive energy balance.

The solar array tracks the sun with nominal rotation.

Science data transmission (real-time or playback) capability on the K-
Band and Direct Access System could be provided; however, fine
pointing and jitter control are not supported.

Anallary data and time-tagged navigational data functions are
provided.

Spacecraft high rate data storage and retrieval could be operational.

Worst case: (such as during the Orbit Acquisition Phase)

●

●

●

●

●

●

Survival power (degraded capability).

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft low rate data storage and retrieval are operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate providing
Earth~pointing; however, fine pointing and jitter contiol are not
supported. The TONS system is operational with the Spacecraft
ephemeris loaded as back-up.
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power or power critical
(i.e., low-rate commanding

and telemetry, ins~ument survival heaters) are supported. Transition into
the Survival Mode causes non-essential housekeeping equipment to power-
down.

Instruments are commanded to take action to protect themselves and
establish a minimal power configuration. The Survival Mode is the primary
mode for the Launch/Ascent, Orbit Acquisition Initialization, Orbit
Acquisition, and End of Mission Phases. Services provided during the
Survival Mode include:

● The solar array tracks the sun.

. Commands are processed and distributed.

. S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

c Spacecraft critical health and safety data storage and retrieval are
operational.

. The SCC is operational. (Best case)

. The Spacecraft Guidance and Navigation functions operate nominally,
providing Earth-pointing (best case). The TONS system is operational with
the Spacecraft ephemeris loaded as back-up.

Safe Mode – The Safe Mode is a state in which the Spacecraft Bus is capable
of operating partially or completely independent of the SCC. Speafically, the
Spacecraft Bus operates in the Safe Mode as long as the Attitude Control
Electronics (ACE) performs the attitude control functions.

Safe Mode can be entered via ground command by the Flight Operations
Team. Safe Mode is entered autonomously under two arcumstances. The
first is the loss of SCC - I’m OK - signal and the second is due to GN&C FDIR
action. Autonomous Spacecraft entrance into the Safe Mode due to GN&C
FDIR occurs if the GN&C FDIR detects an attitude error beyond a given
threshold and attitude control is switched to the ACE. Services provided
during the Safe Mode include:

Best case:

c Full power is provided The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun with nominal rotation.
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● Commands are processed and distributed.

● S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

● Science data transmission (real-time or playback) capability on the
K-Band and Direct Access System is provided.

● Anallary data and time-tagged navigational data functions are
provided.

● Spacecraft low rate and high rate data storage and retrieval are
operational.

● The SCC is operational.

● The Spacecraft Guidance and Navigation functions operate safely Earth-
pointing, with degraded pointing accuracy. The TONS system is
operational with the Spacecraft ephemeris loaded as back-up.

● Earth Pointing

Worst case:

● Power for survival equipment and instruments

● No command / telemetry until the FOT reestablishes these functions
[Command and Telemetry Interface Unit (CTIU) failure scenario].

. SCC non-functional. No SCC services.

● Sun pointing.

. Thruster based attitude control

4.1.11 Spacecraft Bus - Instrument Operating Modes Relationships

The Spacecraft Bus operating modes and MISR operating modes are
directly interrelated. The Spacecraft Bus provides predefine services and
resources for each of its operating modes. MISR operates to predefine
tasks for each of its operating modes.

Table V relates MISR operating modes and the Spacecraft Bus operating
modes.

\
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TABLE V
SPACECRAFT BUS AND MISR OPEWiTING MODES

MISR INSTRUMENT MODE

SPACECRAFT
SYSTEMMODE IIoff Test

I Launch/Ascent I X I

I=#g:, ,
I Delta-V I I

I II sllmival x

I Safe
I I

Survival Safe Shndby Global Local Dark Calibration

x

x ~ x x x

x
x
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4.2 Ground System

The EOS ground system provides the earth sciences community with a variety of
data products obtained from the Earth Observing System spacecraft. Data
archiving, distribution and user interface capabilities are provided. The ground
system also supports the command and control of the EOS-AM Spacecraft.

EOS-AM flight operations utilizes several NASA institutional
along with dedicated EOS faalities. These include the following:

4.2.1 Space Network

The Space Network (SN) is the primary data transport system

support facilities

for relaying data
betwe;n the EOS-AM Spacecraft ~nd the ground, and provides communication
resource scheduling support to EOSDIS. The SN elements together provide the
communications path between the Spacecraft communications subsystem and the
EOS Data and Operations System (EDOS). The SN has two parts:

a4

lx

The Tracking and Data Relay Satellite System (TDRSS), TDRSS comprises
the Tracking and Data Relay Satellites [TDRS(S)], the White Sands Ground
Terminal (WSGT), and the Second TDRS Ground Terminal (STGT), also
located at White Sands.

The Network Control Center (NCC) at the Goddard Space Flight Center
(GSFC). The NCC is the operations center for all SN activities. It provides
operational management of all elements of the SN and is responsible for all
scheduling activities for the TDRS(S) and ground terminals. The EOC
interfaces with NCC for scheduling SN resources. The NCC implements
operations, executes schedules, and performs link monitoring and fault
isolation.

Figure 20 depicts a top level view of the Space Network scheduling process.

The nominal plan for TDRSS support calls for two contacts 10 minutes in length,
per EOS-AM orbit. The requirement for support is submitted with the speafic
timing of support services left to be scheduled by the NCC. A forecast schedule of
TDRSS support intervals is released by the NCC approximately one-two weeks
beforehand. Contingency/emergency support arrangements can be made with 10
minutes advance notice.

Figure 21 shows a timeline of Space Network and EOC scheduling activities during
a normal forecast scheduling period and an active scheduling period.
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FIGURE 21 EOC /SPACE NETWORK SCHEDULING TIMELINE

4.22 Flight Dynamics Facility

facility located at GSFC thatThe Flight Dynamics Facility (FDF) is an institutional
provides orbit, attitude, and navigation computational services in support of flight
projects. Prelaunch services include mission design analysis, trajectory analysis,
sensor analysis, and operations planning. Operational support services include
orbit and attitude determination, anomaly resolution, orbit adjustment planning
and maneuver support, sensor calibration, post mission velocity analysis, and
generation of plafing and scheduling data products.
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The FDF interacts
orbit adjustment

support, and post maneuver- verification of spacecraft parameters. In addi~ion, FDF
pr~~ides the” EOC with TDRS and EOS-AM Spa~ecraft ephemeris loads and
predictions for planning and scheduling support.

The FDF routinely provides predicted orbit information for use in flight operations
and definitive data for scientific data processing (when requested). The FDF
generates planning aid data to support both long and short term operational
planning activities and for use in command generation processing. Performance
monitoring data is extracted from planning aid data sets, or generated separately;
this data is provided to the EOC for use in verifying proper Spacecraft operation
during real-time contact intervals. The FDF operates seven days per week to
generate predictive orbit data for use in daily command generation processing. The
short-term planning aid data used in daily planning activities is generated/updated
TBD, while long term planning aid generation is scheduled to support specific long
term planning activities whenever they occur.

4.2.3 NASA Communication Network

Together with the EOS Communications Network (ECOM) (Section 4.2.6.2), NASA
Communication Network (NASCOM) provides the set of circuits, switching, and
terminal facilities for operational telecommunications support of the EOS project.
Both networks provide a high level of security for the command, telemetry, and
other information directly related to the spacecraft operations that they support.
NASCOM provides the communications between the Earth Science Data
Information System (ESDIS) and the NCC (and possibly other institutional systems),
either directly or via ECOM gateways.

4.2.4 Science Support Networks

Other NASA networks that support EOS science communications include the
Program Support Communications Network (PSCN) and the NASA Science
Internet (NSI):

a.

b.

MISR

The PSCN provides programmatic and administrative data communication
services between NASA Headquarters, NASA centers, and other users. The
PSCN Control Center, located at Marshall Space Flight Center (MSFC), has
overall responsibility for scheduling, software development, maintenance,
and monitoring of the PSCN.

The NSI is a multi-discipline and multi-project network that is operated by
the NSI Project Office at NASA’s Ames Research Center (ARC). NSI provides
data access and interchange among a wide variety of NASA saence
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disaplines. It provides direct user access to several disaplines supported
by ESDIS and gateways to other networks that will be part of the ESDIS
Science Network (ESN).

4.2.5 Alternate Space/Ground Links

In the event that the Spacecraft is unable to communicate through TDRSS, NASA
ground stations link the Spacecraft with the EOC for housekeeping and health and
safety data. The ground stations include the following:

a. Deep Space Network (DSN).
b. Ground Network (GN).
c. Wallops Orbital Tracking Station (WOTS).

4.2.6 Earth Observing System Data and Information System

The Earth Observing System Data and Information System (EOSDIS) ground system
consists of EDOS, ECOM, and ECS.

4.2.6.1 EOS Data and Operations System

The EOS Data and Operations System (EDOS) is a component of the EOS Ground
System which provides an interface between the White Sands Ground Terminals
and other EOS Ground Systems like the EOC, ASTER Instrument Control Center
(ICC), and the DAACS. The interface between EDOS and the DSN, GN, WOTS, and
Direct Playback stations is TBD.

EDOS processes data which conforms to the CCSDS recommendations.

For telecommand services, EDOS provides an asynchronous interface with the EOC,
while providing a synchronous interface with the White Sands Ground Terminal.
EDOS receives CCSDS Command Link Transmission Units (CL~s) from the EOC
and provides the CCSDS protocol for transmission of the data to the White Sands
Ground Terminals.

For telemetry services, EDOS provides several data processing functions:

a) For data requiring real-time transmission (i.e., real-time housekeeping data to
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the packets with a minimum of delay at the rate received. In addition, EDOS
provides a time tagging function which will allow for accurate spacecraft
time determination.
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EOS-AM data transmitted via the high-rate science link (i.e., the K-band
link), undergoes level zero production data processing at EDOS. Playback
data is forward ordered if necessary, and data sets are generated which
contain time ordered packets (all with the same APID) with quality and
accounting information appended. The size of the data sets generated is
predetermined, so one data set may contain data from one or more TDRSS
contacts. Overlap between TDRSS contacts is eliminated where it occurs.

Level zero processed data sets are available for delivery to destinations
within 21 hours of receipt of all the required data.

Up to 5% of the total data generated by the spacecraft may receive quick-look
processing at EDOS. Quick-look processing is a means of delivering
science/engineering data to a destination within approximately one hour of
its receipt at EDOS. Any data included in a quick-look processed data set is
also included in a routine level zero production processed data set. Quick-
Iook processed data sets are limited to data received during a single TDRSS
contact. The data in a quick-look processed data set may include all of the
data associated with the specified MID received during the TDRSS session or
only those packets for the specified APID that have a special secondary header
flag set (quick look flag).

Another EDOS processing option is rate buffering. This option is intended to
capture downlink data at a high data rate and deliver that data to a
destination at a different, lower data rate with minimal processing delays.

Rate buffered data sets are files of packets for a single APID with limited
quality and accounting information appended.

EDOS provides an interface to the EOC, ICC, and DAACS for realtime spacecraft
monitoring, data accounting, fault isolation, and configuration management.

4.2.6.2 EOS Communication Network

The EOS Communication Network (ECOM) is a facility system that supplies
supporting services to EOSDIS. ECOM provides the set of circuits, switching, and
terminal facilities for operational telecommunications support specific to the EOS
project. Together with NASCOM, ECOM provides a high level of security for the
command, telemetry, and other information directly related to the Spacecraft
operations. ECOM provides the data transport path from the EDOS elements to
various other elements of EOSDIS, including the EOC and ASTER ICC. ECOM
supports a variety of bandwidths and uses state-of-the art communications
m~t~ods, including”fiber optics and domestic
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42.6.3 EOSDIS Core System

The EOSDIS Core System (ECS) has the following three segments:

a. The Flight Operations Segment.
b. The Science Data Processing Segment.
c. The Communication and System Management Segment.

4.2.6.3.1 Flight Operations Segment

The Flight Operations Segment (FOS) manages and con~ols the EO$AM Spacecraft
and its instruments.

The FOS comprises the following three basic elements:

a. The EOS Operations Center

The EOS Operations Center (EOC) facility serves as the focal point for EOS-
AM Spacecraft real-time flight operations. The EOC will be located at
GSFC. Figure 22 shows the EOC staffing structure and relationships with
other EOS-AM Project related entities.
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The flight operations elements responsible for the health and safety of the
Spacecraft are located at the EOC. The FOT performs the detailed flight
operations planning and scheduling, command, control, and real-time
monitoring of the Spacecraft. The spacecraft engineering group, located at the
EOC, is responsible for detailed Spacecraft performance analysis and produces
periodic spacecraft subsystem performance reports.

Housekeeping, engineering, and instrument quick-look processed science
data are also analyzed to support flight operations and to support Spacecraft
and instrument engineering.

The FOT coordinates MISR operations with the Spacecraft and other
instruments. Working with the MISR PI via the Instrument Support

Terminal(s), the FOT plans and schedules the MISR and Spacecraft
operations.

The EOS-AM spacecraft contractor provides a spacecraft simulator, which is a
hybrid of the Spacecraft Bus Command and Data Handling (C&DH)
subsystem and special simulation software. This simulator supports ground
tests and training. The simulator will be located at the EOC.

Specific EOC command and telemetry database requirements for the MISR
instrument are defined in Appendix 11and Appendix III, respectively.

Specific requirements for EOC computer processing of MISR telemetry data
are defined in Appendix III.

Speafic requirements for MISR uplink transmissions are defined in
Appendix II, while MISR uplink verification requirements are included
within Appendix III.

Jx The Instrument Control Center

There is no Instrument Control Center (ICC) for MISR.

c Instrument Support Terminal

The Instrument Support Terminal (IST) software wiII be hosted on a
MISR Principal Investigator (PI) Science Computing Facility (SCF) computer.
The MISR 1ST provides access to EOC based information and functions. It also
provides for the exchange of data between the EOC and other instrument
support systems at PI/TL or instrument team locations.
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One or more ISTS (TBD) maybe available to enable the MISR PI to
participate in the planning, schedding, commanding, and monitoring of the
MISR instrument. The procedures for these interfaces are TBD and are
furnished by the ECS contractor.

Figure 23 shows the MISR IST user perspective.
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The MISR ET provides for the exchange of data with the EOC.
Other instrument support systems at the MISR PI location (e.g., for transfer
of instrument microprocessor loads and dumps) also utilize the IST.
Different authorized individuals may use the 1ST to perform different
functions in support of MISR operations (e.g., some IST users may support
planning and scheduling; others, anomaly resolution).

During the ECS development phase, the PI and the Earth Science Data

Information System (ESDIS) project will negotiate the allocation of
instrument operations functions to the MISR 1ST.

The ISTS run on a wide range of computer platforms that conform to
industry standards. The MISR PI is responsible for ensuring that the
hardware that hosts the 1ST meets these standards and for integrating
the toolkit with the hardware and other PI applications.

4.2.6.32 Science Data Processing Segment

The Science Data Processing Segment (SDPS) provides processing and distribution
for science data and a data information system for EOSDIS. It consists of the
following three kinds of elements:

a. The Distributed Active Archive Centers (DAACS) - The DAACS will process
data from the instruments to standard level 1-4 products, provide short- and
long-term storage for EOS and selected non-EOS data, and distribute the data
to users. Each is composed of a Product Generation System (PGS), a Data
Archive and Distribution System (DADS), and a portion of the distributed
Information Management System. Several DAACS are distributed around
the United States.

b. The Information Management System (INK) - The INK is a distributed data
and information management service that includes a catalog system in
support of user data selection and ordering. The IMS is distributed but
will function as a single integrated information and data management
service from the point of view of the user. The IMS therefore presents the
same comprehensive view of the EOSDIS from any IMS access node.

c. The Science Computing Faalities (SCFS) - Sffs are located at saence
investigator sites and are used to develop and maintain algorithms,
produce data sets, validate data and data products, and analyze and synthesize
EOS and other data to expand knowledge about the Earth system and its
components. The ISTS are loaded into the SCF.

The SDPS performs the EOSDIS functions of processing and archiving data from the
EOS instruments and data from other earth science projects.
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42.6.3.3 Communication and System Management Segment

The Communication and System Management Segment (CSMS) provides
communications, networking, system-wide network management, and
site/element operations management. This segment contains the following two
elements:

a. The System Management Center (SMC) - A system management service for
EOSDIS ground system resources.

b. The EOSDIS Science Network (ESN) - A communications network and
services providing for the electronic distribution of data among the DAACS,
SCFS, and other related science faalities.

The CSMS performs the EOSDIS functions of providing access to and distribution of
EOS data products, networking capabilities, and the exchange of items such as data
and algorithms.
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5 FUNCTIONAL RESPONSIBILITY ALLOCATIONS

This section enumerates the functions to be performed during the development,
implementation, and execution of MISR flight operations, and allocates
responsibility to the appropriate entity.

This section is still in work with several remaining issues to be worked at the time
of this release. The MISR instrument team’s revisions, and additions have been
included and are to be reviewed with GSFC.

The allocations of responsibility for performing various operational functions in
support of MISR flight operations are understood to be as follows:

5.1 Planning and Scheduling

Planning and scheduling has the objective of producing a detailed schedule for the
activities of the EOS-AM Spacecraft (Spacecraft Bus and AM Instrument Set). The
Flight Planning and Scheduling Group (FPSG), a segment of the FOT, is responsible
for producing the integrated Spacecraft detailed activity schedule.

The planning and scheduling process includes the following three steps:

a.

la

c

Along-term mission planning phase.
Long-term mission planning for the Spacecraft begins up to 5 years before
the activities being planned and produces or updates the Long-Term Science
Plan (LTSP) and Long-Term Instrument Plans (LTIPs).

An initial scheduling phase.
Initial scheduling, whose primary objective is to secure the SN resources for
flight operations for the target week, begins about 3 weeks before the target
week and uses baseline activity profiles, activity lists and/or activity
deviation lists.

A final scheduling phase.
Final scheduling, which begins after the instrument and Spacecraft subsystem
activity lists are generated, produces a detailed activity schedule for the
Spacecraft Bus and the instruments. This schedule forms a basis for
commandin~ the S~acecraft.

A
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The science community and the FOT will integrate science and Spacecraft
information in the planti-ng and scheduling process.

Investigator Working Group

Project Sdentiet

Principel Investigators&
Inetrurnent Teems

J
-i

t Plight Planning & Scheduling Group

I on-line Operations Team(s) I

I Off-line Engineering Group I

5.1.1

The

Long Term Planning

project scientist Produces, with the Investigator Working Group (IWG)
recommendations, a LTSP for the Spacecraft. The PIs/-~ produce Lfis for ‘their
respective instruments. The FOT uses these long-term plans to develop a long-
term Spacecraft operations plan.

The IWG recommends guidelines and overall science objectives to the Project
Scientist, who defines policy. The IWG has representatives from each of the
instruments. The IWG meets regularly, at least every 6 months (usually every
three months). The LTSP presents science objectives for the Spacecraft establishes
science mission priorities to be used in later scheduling, and recommends
approaches for satisfying scientific objectives. The LTSP also defines special events
and specifies requirements for coordination between instruments.

The MISR PI creates and has responsibility for LTIP for MISR in accordance with the
lWG science recommendations and the LTSP. The LTIP is created once a year, and
updated quarterly. The LTIP contains planned routine background operations (e.g.
Global Mode and repetitive Local Mode) for ongoing observations or operations
that are related to routine calibration and maintenance activities.

The FPSG has the responsibility for Spacecraft planning. Some of the Spacecraft Bus
subsystem activities that the FPSG manages are directly related to science and to
Spacecraft Bus subsystem operations; these include the power, command and data
handling, and communications subsystems. Others support Spacecraft
maintenance, including battery management and orbit maintenance. The FPSG
formulates long-term spacecraft operations plans. The FPSG keeps the MISR PI
informed of changes in spacecraft operations, including predicted frequencies in
which science operations are affected for
maintenance Delta V modes, shuttle-EOS-AM

maintenance. (These include orbit
TDRS conflicts, and TBD).
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Special joint observation requests from other instrument PIs or from
interdisciplinary scientists may be requested directly of the MISR PI, and/or
scheduled in the IWG Science Plan if known far enough in advance. There will
occur during the mission some “vicarious calibrations”. These are joint
observations of the MISR instrument coordinated with ground and or airflight
observations. See the Appendix for details and requirements (currently TBD).

5.1.2 Initial Scheduling

Initial scheduling has the objectives of securing the required SN resources from the
NCC. The FPSG identifies the SN resources required for Spacecraft Bus subsystem
operations (e.g., TONS operations, orbit adjustment operations). Based on the
baseline activity profiles, instrument activity lists, and activity deviation lists (if
any) for the instruments, and the SN resource needs for the Spacecraft Bus
subs ystems, the EOC estimates on-board Solid State Recorder usage and SN resource
needs and develops a TDRSS schedule request. The FPSG sends the schedule
request to the NCC and negotiates with the NCC as necessary to secure the best
possible SN resource allocations.

On the basis of the TDRSS schedule, the Spacecraft Bus activities required and
instrument activities, the FPSG develops a preliminary Spacecraft activity schedule,
which it makes available to all instruments. The MISR PI has access to available
scheduling information via the 1ST. This global information includes the plans
(e.g., LTSE T-TIR, and long-term Spacecraft operations plan), orbit information (e.g.,
scheduling aids from the FDF), a TDRSS schedule for the target week, and the most
current preliminary Spacecraft activity schedule.

The MISR PI expresses changes of scheduling needs with operations requests, which
contain activity deviation lists, and provides them to the FPSG. The MISR PI
acknowledges the “no change to operating instructions” by the use of TBD provided
to the FPSG on a TBD schedule.

The Spacecraft Bus subsystems undergo initial scheduling. From the long-term
Spacecraft operations plan, the FPSG identifies the activities that the subsystems
must perform during the target week. Based on these activities, the FPSG generates
an initial activity profile. The FPSG uses the activity profile to identify the
Spacecraft Bus subsystems’ SN resource needs.

After validation of the activity profile, the FPSG generates a TDRSS schedule
request and sends it to the NCC, about 2 weeks before the target week. For about a
week after the submission of this TDRSS schedule request, the FPSG can negotiate
with the NCC for the best SN resource allocations. A week before the target week,
the NCC provides the active TDRSS schedule to the FPSG. Based on the TDRSS
schedule and other resource profiles, the FPSG builds a preliminary Spacecraft
activity schedule for the target week.
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The FPSG is responsible for overall coordination of daily Spacecraft operations
planning and scheduling activities. The MISR PI is responsible for reviewing the
daily Spacecraft operations plan.

Final scheduling has the objective of producing for the Spacecmft a detailed activity
schedule on which commanding will be based. Final scheduling is based on the
preliminary activity schedule and any new input that has been accepted since the
preliminary activity schedule was developed.

The FPSG combines the activity deviation lists, if any, with the corresponding
baseline activity profiles to produce instrument activity lists. The FPSG develops
the Spacecraft subsystem activity lists. Based on the instrument and Spacecraft
subsystem activity lists the FPSG, using EOC resources, generates a detailed activity
schedule for the Spacecraft. The FPSG can normally perform final scheduling
without any input from the MISR 1ST.

As in initial scheduling, the MISR PI can access scheduling information using the
1ST.

Scheduling conflict resolution is TBD.

5.1.4 Planning Aids

Planning aids which pertain to long-term and daily
generated by the EOSDIS and FDF, and are available to

flight planning
the MISR PI.

activities are

The planning aid details are given in Appendix V. Access details are TBD and are
the r&ponsibility of the EOSDIS Core Systems Contractor.

5.2 Uplink Generation

The uplink generation process translates the Spacecraft detailed activity schedule,
instrument microprocessor loads, and other information to be stored into Spacecraft
command loads ready for uplink transmission. This process will be performed
using TBD procedures. The MISR PI is responsible for generating all MISR control
sequences which are used to implement planned instrument operations. The FPSG
is responsible for generating control sequences which are used to implement
planned Spacecraft Bus operations. The MISR PI is responsible for ensuring that the
MISR commands in the command database are current and correct.

The MISR PI is responsible
violation resolution ground
microprocessor load sequences.
defined in Appendix II.
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The FPSG is responsible for coordinating the processing of Spacecraft and
instrument operating schedules into uplink loads. The primary point of contact
between the MISR PI and the Flight Operations Team is TBD.

Spacecraft commanding (real-time uplink commands, realtime microprocessor
loads to the instruments, real-time commands to the SCC, and stored SCC
commands) has the purpose of directing the spacecraft and instruments to perform
the activities as scheduled or as needed. This function has the following three
major activities:

a. Normal commanding, which implements the Spacecraft Bus and instrument
activities that have been speafied in the Spacecraft detailed activity schedule.

b. Implementation of late changes to the scheduled course of activities as
necessitated by late changes to the Spacecraft detailed activity schedule.

c. Emergency/contingency commanding required for safe operations of the
Spacecraft Bus and instruments.

Command associated activities also involve command data validation, command
verification, onboard memory management, and command history maintenance.

Stored SCC commands generated for MISR are typically composed of absolute time
commands. An absolute time command has associated with it a well-defined
execution time.

The assignment of command related responsibilities for MISR to the PI and the FOT
is TBD. The FOT uplinks commands for MISR as specified by TBD approved plans
and activities.

The FOT is responsible for uplinking scheduled MISR command loads. The PI may
also request the FOT to initiate real-time commands. The FOT is responsible for
generating, validating, deconflicting, and maintaining the command data for the
Spacecraft Bus subsystems. The SCC software is the responsibility of the Spacecraft
Bus contractor. The FDF provides the FPSG with required parameters for TONS
operations and orbit adjustment operations. The FPSG incorporates the appropriate
parameters into SCC-stored commands and SCC-stored Spacecraft tables.

5.3 Real-’l3me Operations

The Flight Operations Team is responsible for all aspects of real-time contact with
the Spacecraft. The ECS contractor, using EOC resources, is responsible for
processing real-time telemetry data to:

a. Determine the status of various Spacecraft systems.
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b. Monitor the health and safety of Spacecraft Bus subs~stexns and each EOS-
AM instrument.

c Generate displays for use by the FOT.

The EOSDIS Core System contractor is responsible for 1ST display generation. The
method and implementation are TBD.

The FOT is also responsible for generating and transmitting all real-time
commands, for transmitting the stored command loads, and for verifying all uplink
transmissions. Specific uplink verification requirements for MISR are defined in
Appendix III.

The FOT is responsible for implementing the daily Spacecraft operations schedule
under normal circumstances, and for taking appropriate action to preserve
Spacecraft health and safety. The MISR PI is responsible for defining health and
safety monitoring and reaction procedures for MISR, and the Flight Operations
Team is responsible for implementing these procedures. Speafic MISR health and
safety monitoring and action requirements are defined in Appendix 111 and
Appendix IV, respectively.

The MISR PI is also responsible for advising the FOT of any changes in MISR
operating characteristics, capability, or in plans for MISR utilization which should
be factored into any aspect of real-time operations. The FOT is responsible for
advising the MISR PI (directly, or indirectly via the FPSG) of any departure from
planned operation of MISR.

5.4 Performance Verification

Verification of operational performance is required for all Spacecraft Bus subsystems
and MISR in order to maintain an up-to-date knowledge of Spacecraft operating
characteristics, capabilities, and limitations. Performance verification results will be
used in science data analysis/evaluation and as an input to ongoing science and
operational planning activities. The MISR PI is responsible for verifying all aspects
of MISR instrument performance, and the FOT is responsible for verifying the
performance of Spacecraft Bus subsystems throughout the Spacecraft mission. The
SDF at the Spacecraft contractor’s facility supports the FOT in verifying Spacecraft
Bus flight software performance relating to on-board operation. The MISR PI is
responsible for MISR performance verification requirements. The FOT and MISR
PI are both responsible for advising the EOS-AM Science Team all/any performance
verification results which are pertinent to the planning of future mission
operations.

The FOT is responsible for maintaining a log of all uplink activities, which includes
for each uplink activity the command data uplinked, the start and end times, and its
receipt by the C&DH. The FOT, using EOC resources, also maintains information
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on whether stored command data are correctly stored in the SCC memory and
information on whether the SCC-stored commands are dispatched successfully to
the intended destination entities. For real-time commands, the FOT maintains
information regarding command execution by the Spacecraft Bus subsystems. The
FOT will verify MISR microprocessor loads via checksum or TBD method.

Similarly, the MISR PI is responsible for maintaining information on whether the
stored or real-time instrument commands are successfully executed by MISR
(Details are ~D). The MISR PI is also responsible for maintaining information on
whether the instrument microprocessor loads are correctly loaded and executed
(Details are TBD).

Command histories are maintained by the FOT and MISR PI.

5.5 Database and Software Maintenance

The Spacecraft SCC and MISR instrument microprocessor will contain software and
database information which are subject to in-orbit maintenance. The EOC
computer systems contain a database which supports command generation,
telemetry processing operations; and all ground system elements contain software
subject to maintenance. The configuration of each software system and database are
controlled with update procedures coordinated to maintain consistency between the
EOS-AM Spacecraft and ground system and between various ground system
facilities.

The FOT has overall responsibility for coordinating software and database
maintenance activities to insure system-wide consistency. The Software
Development Facility (SDF) has responsibility for the Spacecraft Bus flight software.

The FOT is responsible for defining and verifying variable-parameter modifications
for the allocation of command storage memory within the SCC, and for
implementing SCC flight software and database modifications. The MISR PI is
responsible for maintaining all MISR instrument microprocessor software and
database contents for MISR

The FOT is responsible for maintaining all Spacemaft Bus subsystem parameters
within each ground system database and for maintaining the core definitions of all
individual commands within the EOC systems. The FOT is also responsible for
maintaining the core definition of all downlink telemetry functions within the EOC
database for which EOC processing of any type is required. The MISR PI is
responsible for providing to the EOC the parameter values which define all MISR
commands and telemetry functions (e.g., serial magnitude commands having
specific bit patterns or variable sub-fields; telemetry functions contained within an
instrument-controlled format structure). The MISR PI is responsible for defining
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all other ground system database information updates which relate to MISR (i.e.,
command sequences, constraints, verification procedures; activity definitions;
telemetry calibration data, limit-check threshold levels, derived function
definitions, display formats).

The ESDIS Project is responsible for the maintenance of Code 500-supplied ground
system software, and the EOSDIS Core System contractor for implementing the
associated database modifications. The FOT is required to remain cognizant of
database content and status within the EOC. The FOT interacts with the MISR PI to
implement any database updates which are pertinent to MISR. The ECS contractor
provides the database manager software for the EOC database.

5.6 Early Orbit Operations

The early orbit operations responsibility for performing various operational
functions in support of MISR flight operations are understood to be as follows:

5.6.1 Launch - Orbit Acquisition Mission Phases

The MISR PI is responsible for defifing any command sequences, EOC displays, and
contingency procedures which should be available during launch through the Orbit
Acquisition mission phase operations in order to assure the health and safety of
MISR. Specific MISR requirements for pre-activation attention are defined in
Appendix IV.

The launch vehicle places the Spacecraft in the injection orbit; and the Spacecraft
senses separation (Spacecraft from launch vehicle). Data is relayed from the
Advanced Range Instrumented Aircraft (ARIA) to the EOS Operations Center.
Figure 24 shows the Launch / Ascent phase timeline.

The FOT is responsible for the following activities:

a.

b.

c.

d.

e.

MISR

Monitor Spacecraft Bus housekeeping telemetry (Launch / Ascent specific
display sets).

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored commands execution.

Spacecraft scheduling and planning.
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During the Orbit Acquisition Initialization phase, a positive Spacecraft energy
balance and an S-Band communications link are established. A stable earth-
oriented attitude is attained and an onboard orbit estimate is obtained.

The FOT is prepared to take command and control of the Spacecraft and are
responsible for the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry (phase specific display sets).

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored commands execution.

e. Verify Earth acquisition.

f. Verify Solar Array deployment and solar tracking.

g. Verify High Gain Antenna deployment.

h. Verify command and control capability.

h. Spacecraft scheduling and planning.
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Orbit Acquisition phase, the Spacecraft performs a series of delta-V
(significant change in velocity vector). The FDF and FPSG are
for calculating burn parameters, planning the delta-V maneuvers,—.

cal~ating the required firings, scheduling, and performing the maneuvers. Figure
25 shows a timeline of the planned maneuvers. Figure 26 shows an activity flow.

The FOT is responsible for the Spacecraft operation and the following activities:

a.

b.

c

d

e.

f.

g“

h.

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored command execution.

Coordinate the FDF Delta-V data inputs to the EOC.

Verify on-board Solid State Recorder status.

Real-time command and control.

Spacecraft scheduling and planning.
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5.6.2 Activation

Spacecraft activation follows the launch through Orbit Acquisition phases, and
leads into orbital mission operations. Most activation events occur over a period of
several weeks during the Operational Initialization phase. The MISR PI is
responsible for all MISR activation plans, and is expected to provide the MISR
contribution to the initial Spacecraft activation plan. The FOT is responsible for the
Spacecraft Bus activation plans and procedures.

The MISR PI or designated representative(s) is present in the EOC during each
MISR activation event and has direct responsibility for MISR activation procedures
within the EOC. The FOT supports the MISR PI or designated representative(s) in
implementing instrument activation procedures, and coordinates initial MISR
operations with other Spacecraft Bus and instrument activation events throughout
this phase of operation. Specific requirements for FOT and MISR PI support are
TBD. Activities during MISR instrument activation are defined in Appendix VI.
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The FOT is responsible for the activation and checkout of the Spacecraft subsystems
and the following activities:

a.

b.

c.

d.

e.

f.

g“

h.

i.

j.

k.

1.

m.

n.

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify MISR health and safety data.

Coordinate the MISR operations with the Instrument Team.

Monitor and verify Spacecraft Bus resources.

Spacecraft scheduling and planning.

Stored command table loads.

TDRS and EOS-AM Spacecraft ephemerides load.

hwtrument microprocessor loads (if required).

Memory dump verification (if required).

Verify stored commands execution.

Coordinate the FDF data inputs to the EOC for required Delta-V
operations and TONS.

Verify SSR status and management initialization (normal operation).

Spacecraft and Ground Systems operational phase readiness verification
and turn-over to the Spacecraft mature operations.

5.6.3 Transition to Orbital Operations

After the EOS-AM Spacecraft Bus and instruments are fully activated, Spacecraft
operations transitions into the Operational mission phase. When this occurs, the
normal daily flight operations planning and scheduling process begins along with
normal ground system operations.

The FPSG uses the MISR baseline activity profile (provided before launch by the
MISR PI), unless an operations request containing an activity deviation list iS
received from the MISR PI, to generate MISR instrument activity lists.
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5.7 Spacecraft Maneuvers

Several types of maneuvers are executed by the Spacecraft at predefined points
throughout the EOS-AM mission. A nominal long-term schedule of maneuver
events is available prior to launch, and is maintained current along with other
long-term planning information. The EOS-AM Science Team will be responsible
for factoring the maneuver schedule into the long term science plan, and for
establishing overall compatibility between this schedule and planned science
operations. The FOT is responsible for maintaining maneuver schedule currency,
and for notifying the EOS-AM Science Team (via the Project Scientist) of maneuver
schedule changes.

The FOT has responsibility for all maneuver operations. The FOT and FDF are
jointly responsible for the detailed planning of each Spacecraft maneuver and the
FOT is responsible for maneuver execution. For orbit adjust maneuvers, the FDF is
responsible for developing plans for corrective firings of the orbit adjust system and
also is responsible for providing planning aid and operational data updates to reflect
maneuver results. The FPSG coordinates with the FDF to schedule specific
maneuver events consistent with long term science plan intent and is responsible
for scheduling instrument operations to accommodate maneuver implementation.
The MISR PI is responsible for defining all maneuver accommodation
requirements (including special command sequences, EOC displays, etc.) for MISR,
for reviewing the maneuver operational plans, and for advising the FOT, as
appropriate, ~f any concerns rega~ding these plans. Specific
Spacecraft maneuver accommodation actions are defined in

5.8 Special Observations

MISR requirements for
Appendix IV.

The FOT is responsible for coordinating with the MISR PI regarding any special
observation activities, such as joint observations, or instrument operations which
violate pointing or uncompensated motion constraints, which may affect MISR.

Other instrument I% may request joint observations activities with MISR directly
to the PI. No DAR use is envisioned by MISR.

Specific MISR requirements for special observation actions are defined in Appendix
IV.

5.9 Contingencies

In the event that a Spacecraft emergency situation develops, the FOT is responsible
for taking whatever action is appropriate to preserve Spacecraft health and safety.
The FOT requests emergency support from the NCC. If TDRSS cannot be used or is
not available, the NCC works with the DSN/GN/ WOTS for support. The FOT
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utilizes emergency support, as available, to establish a safe Spacecraft configuration.
First priority is given to mission critical functions (i.e., communications, power,
attitude control), and then to establishing a safe configuration for the EOS-AM
instruments and other Spacecraft Bus subsystems.

The MISR PI is responsible for defining the safe/survival configuration(s) for MISR,
and the command sequences necessary to establish that configuration. Specific
MISR requirements for contingency actions are defined in Appendix IV.

If the Spacecraft enters Safe Mode or Survival Mode, the FOT is responsible for
verifying/establishing a safe configuration for each instrument and Spacecraft Bus
subsystem. The FOT notifies the MISR PI that the Safe Mode or Survival Mode has
interrupted normal operation, and of resulting MISR instrument status. The MISR
PI is responsible for advising the FOT of any need for further priority attention to
MISR. The MISR PI is also responsible for defining any reactivation procedure to be
followed in restoring normal instrument operation. The FOT is responsible for
implementing all Safe Mode or Survival Mode reaction and recovery operations.
These actions will include:

a. Initiate the appropriate contingency procedure.

b. Recover and analyze stored housekeeping / health and safety data from the
on-board data storage device (if possible).

c. Notify the MISR PI to coordinate actions that may have occurred which
relate to instrument operation.

d. Notify cognizant engineering and management personnel.

e. Request appropriate institutional support.

f. Analyze associated telemetry data available for problem isolation.

g. Initiate a corrective action plan if applicable.

h. Continue to monitor real-time telemetry if available, and log all events.

The FOT notifies the MISR PI in the event an instrument health or safety incident
is discovered by the Flight Operations Team. The FOT follows predefined
instructions as prescribed by the MISR PI. The FOT has available and maintains a
set of “safing” commands provided by the PI. The MISR PI will be responsible for
evaluating the incident and advising the FOT of instrument status and plans for
resuming operations.
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The FOT is responsible for m-establishing the continuity of planned science
operations, as defined in the Spacecraft activity schedule, once the Spacecraft has
been returned to a normal operating configuration.

The MISR PI is responsible for defining all health and safety telemetry parameters
and EOC monitoring criteria for MISR, and the procedures to be followed by the
FOT should a MISR health and safety incident occur. The FOT is responsible for
executing predefine monitoring and response procedures, consulting with the
MISR PI regarding instrument status, and further response actions which might be
appropriate. The FOT advises the PI of MISR status regarding operational planning
activities which are currently underway and the FOT is responsible for adjusting
ongoing plans for MISR operation to accommodate the situation at hand (in
coordination with the MISR PI). The MISR PI is responsible for defining command
sequence, EOC procedure and any other modifications necessary to reflect changes
in MISR operational capability or status whenever necessary throughout the EOS-
AM mission.
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6 INTERFACE EXCHANGE ITEMS

This section is still in work with several remaining issues to be worked at the time
of this release. The MISR instrument team’s support requests, revisions, and
additions have been included and are to be reviewed with GSFC.

The MISR PI exchanges information electronically with the EOC and the Flight
Operations Team by using the 1ST. The 1ST is connected to the EOCvia the EOSDIS
computer networks. These networks are available around the clock, supporting the
exchange of information whenever it is required. The formats and forms for this
information exchange is the responsibility of the ECS contractor and are TBD.

6.1 Planning and Scheduling

The MISR PI may access any planning and scheduling products in the EOC. This
includes the long-term plans, planning aids, the list of routine activities for MISR,
the list of deviations (such as the substitution of a Local Mode site or its
cancellation) for MISR, the TDRSS schedule for the spacecraft, and the schedules for
the other instruments and the Spacecraft Bus subsystems. The list of activities is
defined to be the Types of observations (Local Mode, Global Mode, Calibration, Dark
Mode), but not the actual placement in the speafic orbits.

The planning aids consist of information derived from predicted orbit information
and are identified in Appendix V. The planning aids can display the information
graphically or in tabular form. The details of the specific planning aids to be
provided via the 1ST are TBD, including the “access” definition (i.e. read/write,
modification control).

The list of routine activities can be reviewed by the MISR PI using the 1ST. This list
comprises the activities that MISR normally performs over its 16 day, 233 orbit cycle.
The basic set (not placement) of activities will be defined prior to launch, and
changed infrequently. The placement within the cycle of the speafic activities (i.e.
the location of the Local Mode observations ) will not be performed until later in
the scheduling process. Modification to the list of activities (i.e. addition of new
modes or configurations) are discussed with the Flight Planning and Scheduling
group (FPSG); modifications that impact the science data collected are coordinated
with the IWG and the Project Scientist. Modifications are submitted via the 1ST to
the FPSG for inclusion in the planning and scheduling database after the proper
approvals.

The MISR PI can submit and review the schedule of deviations from the normal
activities. This schedule will include activities such as speaal observations and the
placement of the Local Mode observations. These activity deviations are provided
to the FPSG in accordance with the required notification constraints. NOTE:
Changes to the routine activities due to an instrument or spacecraft anomaly are
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handled as exceptions to the plans and schedules. The schedule of activities and
commands associated with recovering from an anomaly are typically developed
over shorter time frames than those for normal operations.

Quick look data, high-rate instrument engineering or science data, are identified
during the scheduling process. The secondary header flag in the packet is set, or the
EDOS delivery orders for TDRSS session deliveries are modified. The FOT will be
notified by MISR of such data via the IST.

6.2 Command Generation

Command generation includes real-time commands, SCC stored commands, MISR
sequence tables, and flight software loads (microprocessor loads).

The MISR PI provides the list of MISR macro sequence activities for each 16 day (233
orbits) cycle to the EOC FPSG via the 1ST. There it is converted using a database and
the current spacecraft orbit into a format for uplink to the spacecraft. This upload is
provided to the FPSG at least 2 weeks prior to execution. The 1ST is also used to
send the EOC the command mnemonics required to implement any non-routine
activity, such as the commands to recover from an anomalous situation. The
IST/EOC procedures and protocols (TBD) insure that the transfer of information to
be uplinked is authorized, complete, and consistent.

The MISR PI has the capability of using the 1ST to review and/or approve the
command loads generated by the FOT FPSG in the EOC from the routine activity
list, the macro sequence list, and the requested deviations from normal operations.
Planning, scheduling and/or command products that must be approved by the
MISR PI for routine and anomalous operations are TBD.

6.3 Real Time Operations

Using the 1ST, the MISR PI has the capability to monitor the housekeeping data as it
is received in the EOC. The data may be displayed using any previously defined
format that is in the operations database. Formats for the alphanumeric
information, and graphic formats are TBD. Use of this data by the MISR PI in real-
time is TBD.

MISR requires the FOT on-line crew to monitor the health and safety of the
instrument utilizing the 10 minutes of housekeeping data available twice an orbit
during the TDRS contacts, and in near-real time from a single complete orbit of
MISR housekeeping data (may also include one or two spacecraft telemetry points
such as MISR input current, this is still TBD) dumped from the spacecraft
housekeeping SSR buffer once per day (this is a request from MISR that is TBR).
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The FOT shall have access (method TBD) to additional engineering data as required
from the high rate engineering, and MISR long term trended data from the DAAC.

The MISR PI has the capability to monitor the commanding process via the 1ST.
Status information is available on which commands (command loads) have been
generated, which have been successfully uplinked to the spacecraft, and which have
been issued to MISR. The MISR PI will speafy the the success criteria for each of
these with respect to MISR. The final verification of instrument performance (post
execution of command loads) is the responsibility of the PI and MISR team.
Exceptions are TBD by the ECS contractor and the MISR PI. (?)

6.4 Analysis

The MISR PI has the capability to use the 1ST to perform analysis on MISR and
spacecraft housekeeping data. The standard capabilities include trend analysis, and
minimum/ maximum/ mean statistics (although this may not be adequate if the
majority (or half) the housekeeping engineering data is acquired over Dark Mode
TDRS contact periods. This needs further investigation). The MISR PI shall have
the capability to transfer (method TBD) housekeeping and/or C H&S data from the
EOC databases to the SCF via the 1ST.

The 1ST functions provided for instrument engineering, science analysis and quick
look data analysis is TBD.

The analysis of health & safety of MISR (not to be confused with the critical health
and safety engineering telemetry) is limited to the housekeeping data received at
the EOC, currently real-time during the TDRS contact periods twice per orbit, and at
least one (MISR may need more than one!) orbit per day of a complete orbit’s worth
of housekeeping data from the onboard SSR (this is a request from MISR that is
TBR). (See paragraph 6.3.) If the MISR PI needs housekeeping data from a specific
time of day, it must be requested in advance. (For example, to capture the calibration
orbit once a month in as near to real time as is ,possible.)

In addition to housekeeping data, the MISR PI is able to use the IST to access (read
only) the EOC operations history log. This log contains a complete listing of all
significant activities in the EOC, including the schedule, command generation,
transmission, and command verification information, alarms and limit violations,
and selected operator’s actions. About 7 days of operations history data is kept in the
EOC; older logs are available from the GSFC DAAC. The 1ST provides the tools to
extract data from the operations history by time and type. The capability to feed
MISR team-trended engineering from the DAAC back to the EOC for FOT database
updates should be addressed here as worked (via IST is TBR).
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In addition, the MISR PI will retrieve high rate engineering data packets from
EOSDIS/EDOS to characterize MISR instrument performance in more det~l~ and
over longer time periods.

6.5. Operations Database

The MISR PI supplies the EOC with an operations database (may be several
databases - command, telemetry alarms separate this is TBR) prior to launch that
contains the MISR telemetry formats, command formats, procedures (TBD), limits,
constraints, etc. The MISR PI may view this database using the 1ST and submit
reauests for chan~es to the databases (forms and formats TBD]. The ECS contractor is
responsible for th~ configuration control of the database(s),

Urgent requests can be handled more expeditiously (details

and the details are TBD.

are TBD).

6.6 Other Interface Exchange Items

The lST provides an electronic mail capability to support the general operations -
related communication between the MISR PI, other instrument teams, and the FOT
personnel in the EOC. Examples include notifications from MISR to FOT in near
real-time of activity or instrument changes.

The 1ST provides a file transfer capability for the exchange of bulk data such as the
MISR microprocessor (flight software) loads and dumps.

The MISR PI uses the 1ST to provide the EOC with periodic operations reports on
the status of MISR. Integrated reports on the Spacecraft and instruments developed
by the EOC are available to the MISR PI via the 1ST on a TBD schedule.
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7 JOINT OPERATING PROCEDURES

The interface procedures which are followed in conducting MISR flight operations
are understood to be as follows (at this time, this section is TBR and revised):

7.1 PI./EOC FOT Interface

The MISR PI and the Flight Operations Team (see Figure 27) interface routinely
regarding mission planning, uplink generation, and performance verification
matters and interface as required regarding real-time operations. The FOT and
MISR PI interface as appropriate regarding MISR instrument accommodations of
Spacecraft maneuvers and contingency operations. The FPSG serves as the primary
point of contact for the MISR PI regarding all EOC operations, and regarding all
flight operations plans, planning aids, command generation inputs and outputs,
and per~orrnance ~eports-which are pertinent to MISR.

EIJGKILmumwww

EEszJ 4 & EEEl
On-line operahons Team(s)

I
Instrument Operatmna Team

[
Off-he Engumenng Group

I L

—— — —— —
FIGURE 27 PI FACILITY I EOC FOT INTERFACE

7.1.1 Daily Operations Planning

Under normal circumstances, the MISR baseline activity profile is used to develop
the initial activity list 4-7 days before the corresponding operational period begins.
The MISR PI provides exceptions, activity deviation lists, in the event normal
MISR baseline activities needs to be altered. The FPSG staff coordinates all
operations planning inputs, and keeps the MISR PI advised of the timetable for
accessing plans to be reviewed, and for providing inputs and/or comments
regarding these plans.
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7.12 Command Generation

Command generation is performed by the FI?SG using EOC resources. The FPSG
serves as the point of contact for all review comments related to command
generation processing.

7.1.3 Special Operations

The F.PSG notifies the MISR PI whenever a Spacecraft maneuver operation is being
planned, or whenever a special operation (TBR) or contingency operation which
affects MISR occurs. The MISR PI defines MISR requirements for accommodating
the special operation and/or for resuming normal operation when the special
operation has concluded. Where real-time operation is a factor, the FOT represents
the MISR PI in coordinating implementation of appropriate real-time procedures.
If a special operation disrupts planned operations (e.g., contingency situation), the
FOT “advise; the MISR Pi of- the disr~ption, and “
procedure for restoring operational plan continuity.

7.1.4 EOC Database

they will jointly define the

The FPSG manages the availability of operations plans, planning aids, and
command generation processing inputs and outputs, and coordinates with the
MISR PI regarding access to this information. The MISR PI generates all additions,
deletions, and modifications to the EOC database for MISR, and notifies the FPSG of
each submission. The FPSG coordinates the database approval and update
procedure required to incorporate each change, and notifies the MISR PI when the
change has been incorporated. The MISR PI reviews the modified database, and
notifies the FPSG of any discrepancy which requires corrective action. The format
to be used is TBD and is the responsibility of the ECS contractor.

7.1.5 Microprocessor Load Verification

The FOT transmits the MISR microprocessor loads and verifies the loads via
checksum (TBR). If verification beyond a checksum is required or a checksum
capability is not provided, the MISR PI verifies that each microprocessor load
transmitted to the instrument(s) is properly received and installed within
microprocessor memory. When verification is prerequisite to instrument
scheduling, the MISR PI will notify the FPSG staff of load verification. When real-
time telemetry indications of microprocessor load acceptance are available, load
verification feedback may be provided by the FOT at the discretion of the MISR PI.
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7.2 PI/EOC Command Management Function Interface

The MISR PI interfaces with the EOC through the 1ST interface defined in TBD. The
basic interface for information exchange is via file transfer. The MISR PI has access
to EOC resident information and processing capabilities (details are TBD).

The MISR PI interfaces procedurally with the EOC as follows:

7.2.1 Operations Plans

In support of flight planning activities, the MISR PI can access EOC information via
the IST. Any comments or proposed deviations to operational plans maybe flagged
(TBR) for the FPSG attention.

7.22 Planning Aids

Short term planning aid data initially appears within the EOC TBD weeks
beforehand, and will be updated at TBD intervals. Long term planning aids are
updated as requested by the EOS-AM Science Team (normally for each long term
science plan update). Special planning aid data files may be assembled to contain
only data of interest to the MISR PI and transferred to the MISR 1ST. Planning aid
data is updated within the EOC according to a (TBD) regular schedule.

7.2.3 Command Generation

Routine Spacecraft command generation processing will begin TBD hours before
the operational period, and is completed no later than TBD hours beforehand. The
MISR PI does not interact directly with EOC Spacecraft command generation
processing.

7.2.4 Performance Feedback

Observed performance of MISR is documented in feedback reports which are
transmitted in text form using the electronic mail capabilities of the EOC and 1ST
interface. Routine and speaal reports are generated by the MISR PI at his 1ST, and
are transferred to the EOC for posting. Performance reports are filed and archived
by the FPSG.

7.3 PI/FOT Interface

The MISR PI and the on-line operations team interface to the extent that real-time
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operations are significant to the MISR PI, and as required to exchange
instrument/Spacecraft Bus performance information or to supplement the routine
interface between the MISR Prinapal Investigator and the FPSG.

The MISR PI interfaces procedurally with the FOT as follows:

7.3.1 Real Time Operations

For real-time operations, the on-line operations team (TBD) is the point of contact
for the MISR PI (TBR). In the event of an instrument anomaly, MISR operations
team (TBD) coordinates with the on-line operations team (TBD) for any actions
required. MISR operations team (TBD) contacts the MISR PI as soon as possible to
review the situation and to define any follow-up activities required.

7.3.2 Special Operations

The normal interface for handling maneuver accommodation, contingency
adjustments, and departures from planned operations involves the MISR PI and
the FPSG. The on-line operations team may, however, become involved in these
matters in lieu of the FPSG staff during non-working hours, especially under time-
critical circumstances. In such a case, the on-line operations team handles
immediate concerns, with the FPSG staff handling longer-term and follow-through
aspects.

7.3.4 Initial Operations

During initial MISR activation, the MISR PI or delegate at the GSFC EOC works
directly with the FOT. Flight planning and scheduling personnel interface with
the MISR PI to perform the MISR planning and scheduling functions.

7.3.5 Performance Verification

The MISR PI and FOT may exchange performance information regarding
instrument and /or Spacecraft operation in order to fully evaluate observed
performance and capability. A Spacecraft engineer from the FOT serves as the point
of contact for Spacecraft performance verification inquiries.

7.4 PUDAAC Interface

The MISR PI interfaces with the DAAC via DAAC toolkits (that are co-operable
with the 1ST toolkit). DAAC toolkit details are TBD. The data processing interface
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between IST(S) and the DAAC is utilized for flight operations functions.

Details are TBD.

7.5 PI Access to Telemetry

The following guidelines define access to telemetry data for the MISR PI:

a.

b.

c.

Telemetry data is recorded continuously throughout the EOS-AM
mission by the on-board SSR. Data retrieval is obtained TBD per orbit.

Telemetry data is acquired in real-time for approximately 20 minutes of
each orbit.

The on-line operations team monitors all real-time contact intervals and
the telemetry data acquired is processed in real-time. The EOC computer
performs status determination, event detection and limit-check processin&
and generates displays containing telemetry data and processing results.
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8 IMPLEMENTATION AGREEMENTS

The following para~aphs describe the plans

=—

for implementing
operational s-y~tem-to ‘support MISR flight operations (at this
TBR and revised):

8.1 Flight Operations Database

the data input to the
time, this section is

The basic flight operations databases are provided by the Spacecraft contractor.
Database conversion, to the EOC system, is the responsibility of the EOSDIS Core
System contractor. The Flight Operations Database will consist of the Commands,
MISR telemetry decommutation, and alarm limit data.

8.1.1 Commands

Instrument commands are placed in the EOC database. The database contains
command capabilities identified by the MISR PI, with support from the FOT and
Spacecraft subsystem engineers. All flight operational commanding required is
tested and demonstrated during Spacecraft integration and test. The EOC command
categories are TBD.

8.1.2 Instrument Telemetry

The MISR PI, with support from the FOT and Spacecraft subsystem engineers,
identifies telemetry point definitions required for flight operations; and the
Spacecraft contractor ensure that telemetry points have been defined and
tested/demonstrated during Spacecraft Integration and Test (1& T).

8.1.3 Instrument Limits

The MISR PI, with support from FOT and Spacecraft subsystem engineers, ensures
that the Spacecraft integration and test limit definitions are correct for on-orbit
flight operations. If not, new limits are defined and the ECS contractor coordinates
(Project approval and entry) the change to the EOC database.

The MISR PI with support from the FOT and Spacecraft subsystem engineers
identifies the specific reactions to be taken during all out-of-limit conditions (i.e.
Red, Yellow, and Delta limits). The FOT documents all out-of-limit reactions in the
TBD Plan.
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8.1.4 Database Approval

The MISR PI and Spacecraft subsystem engineers access the database via 1ST to
review their appropriate section(s). Changes to the database are submitted via 1ST
mail. The PI and Spacecraft subsystem engineer checks the database to ensure that
the data is functionally and syntactically correct. After all of the database
information for MISR has been approved, the MISR PI signs off on his portion of
the EOC database.

8.2 Operational Displays

The MISR PI, with support
identifies which displays are

from the FOT and Spacecraft subsystem engineer,
needed for in-orbit flight operations. Any displays

deemed necessary are defined by the MISR PI and once approved, are entered or
converted by the EOSDIS Core System contractor. The MISR PI with support from
the Spacecraft subsystem engineers, assists the FOT with any conversion problems
(i.e. mnemonics, values, etc.). The mechanism for defining pages and transferring
Spacecraft integration and test pages to the EOC is TBD.

8.3 Operations Procedures

The MISR PI, with support from the FOT and Spacecraft subsystem engineers,
establishes what operational procedures are needed for on-orbit flight operations.
The MISR PI should keep in mind that I & T building blocks may have to be
assembled into contiguous functional activities that are of reasonable duration
harmonious with the in-orbit operational contacts. The FOT reviews all completed
operational procedures for compatibility with flight operations such as procedure
duration, logical break points, etc.

8.3.1 EOC Definition

The FOT furnishes to the MISR PI a description of the EOC operations procedures.
In addition, the FOT is available to answer questions regarding EOC operations
during operations procedure development.

8.3.2 I&T Procedures to EOC Operations Procedures Conversion

The conversion of procedures to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.
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8.3.3 I&T Databases to EOC Operations Databases Conversion

The conversion of databases to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.

8.3.4 Flight Unique Procedures

The MISR PI, with support from the FOT and Spacecraft subsystem engineers,
identifies any MISR ins trumen t unique flight operations procedures. These
procedures are created by the MISR PI with support from the Spacecraft subsystem
engineers and submitted to the FOT.

8.3.5 Procedure Submittal

The MISR generated operations procedures are submitted to the FOT by one of the
following methods: TBD

Procedure entry, after approval, into the operational system is the responsibility of
the EOSDIS Core System contractor and is TBD.

8.3.6 Approved EOC Procedures

Once the procedures have been reviewed and approved, they cannot be changed
without the NASA Mission Operations Manager’s (MOM) approval.

8.3.7 Procedure Verification

The FOT reviews all operations procedures to verify the accuracy of the directives
and also the logic to the extent possible. The MISR PI with support from the FOT
and Spacecraft subsystem engineers identifies operations procedures that require
execution for verification. Prior to launch, the FOT conducts a scheduled
verification of operations procedures that will include EOC execution and
transmission to the Spacecraft/instrument. Procedure verification details are the
responsibility of the EOSDIS contractor and are TBD.

8.4 Narrative Procedures

The MISR PI, with support from the FOT and Spacecraft subsystem engineers,
defines any standard and contingency operating procedures needed for in-orbit
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flight operations. These procedures aredefined bythe EOSDIS contractor and are
TBD.

8.4S Standard Operating Procedures

The standard operating procedures define the day-to-day operations of the EOS-AM
Spacecraft at the EOC.

~eseprocedures are baselined andprocedure changes require the NASA Mission
Operations Manager’s approval.

These procedures are defined by the EOSDIS contractor and are TBD.

8.4.2 Contingency Operating Procedures

The contingency operating procedures define the actions required by the FOT
during potential andcredible anticipated non-nominal situations. Examples of this
category of procedures for MISR are:

●

●

These

Instrument requirements during Spacecraft safe mode and survival mode.

A procedure to be followed in the event of a MISR ALERT condition.

procedures are defined by the EOSDIS contractor and are TBD.
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10 SPACECRAFT CONTROLS COMPUTER INSTRUMENT
REQUIREMENTS

Specific requirements for interaction between the Spacecraft on-board computer and
MISR are understood to be as follows (TBR):

10.1 Stored Command Requirements

MISR stored command requirements are as follows:

a. The SCC shall be capable of transferring a 16 day table of command parameters to
the MISR instrument on a TBD schedule.

10.1.1 Absolute Time Commands

MISR requirements for absolute time command utilization are TBD.

10.1,2 Relative Tlrne Sequences

MISR requirements for Relative Time Sequences command utilization are TBD.

10.2 Telemetry Monitor Requirements

Telemetry Monitor (TMON) application to MISR is as follows and TBR:

The TMON needs to monitor the following MISR telemetry points and EOS-AM
spacecraft points (TBR):

Spacecraft Telemetry:

a. MISR input current

MISR Telemetry Points

a. TBD but may include currents of camera power supplies and Nadir Radiator
temperature.

The only instances of spacecraft intervention would be in cases of over current or
over temperature of the instrument. The limits for these are TBD. The reaction
would be to command MISR to standby and or Safe mode (TBD) and to dump
recorded housekeeping data for anomaly resolution.
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20 INSTRUMENT COMMAND PROCESSING REQUIREMENT

Specific command processing requirements for MISR are understood to be as
follows (TBR):

20.1 Activity Planning Requirements

MISR shall be able to access information on the IST

20.1.1 Activity Definition

TBD

20.1.2 Event Definition

TBD

20.1.3 Activity Scheduling

There are critical timing requirements for MISR commands or activities. During the
mission lifetime, joint observations between ground teams, aircraft and/or other
instruments will be scheduled.

20.2 Constraint Check Requirements

TBD

20.2.1 Command Level

The MISR constraint check requirements at the command level are as follows:

TBD

20.22 Activity Level

TBD
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Schedule Conflicts

commanding will consist of uplinked tables of parameters for use by the
comm.tter, and therefore, other than TDRSS contact schedule problems, there

●

should be few schedule conflicts with other instrument observations.

Scheduled joint observations between ground, EOS-AM, and air flight (all called a
vicarious calibration ), will be scheduled on an infrequent basis. These observations
must not be rescheduled, if possible. The PI shall be notified if TBD.

20.3 Real-Time Command Requirements

The following are the real-time command requirements for MISR.

20.3.1 Utilization Plans

At the current time, the only plans for real-time commanding are in the Integration
and Test phase, initial activation on-orbit of MISR, and on a contingency basis to
remove power from the instrument or place it in a non-science mode. Details of
these commands sequences are TBD.

20.3.2 Command Generation Capabilities

The EOC shall have the capability to provide generation of real-time commands.

20.3.3 Transmission Requirements

There are no unique requirements for transmitting real-time MISR commands.

20.4 Microprocessor Load Handling Requirements

The requirements for the reloading of parts or all of the MISR flight software are
TBD. -

20.4.1 Uplink Message Structures

The uplink command message structures are
specified in the GIIS.

consistent with the 1553B interface as
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Requirements

Each microprocessor load is created as a unit, and is transmitted in complete form.
If retransmission is necessary, the complete load is retransmitted.

The parameter table updates (16 day activities) are transmitted to the
ins~ent at least TBD prior to the start of the activities.

20.5 Command Database Requirements

Command database requirements are as follows:

20.5.1 Command Definition

MISR commands will be the same for both Integration and Test and

MISR

Flight
Operations. Table VI describes the commands. Note: Table VI (The Command Lkt)
will be expanded as details become available.

TABLE VI COMMAND LIST

Command Name Type Format

lCover Control IBUS 11553

Cover / Goniometer Latch Control Bus 1553

Calibration Panel Control Bus 1553

Calibration Panel North Latch Control IBUS 11553

lCalibration Panel South Latch Control IBUS 11553

Camera Control Bus 1553

CPU Control Bus 1553

lDiodes Control IBUS 11553

lGoniometer Control IBUS 11553

Memorv Dump tBus 11553,

Memo~ Load
1

Bus 1553

Parameter Update Bus 1553

lMode Control IBUS 11553
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TABLE VI (continued) COMMAND LIST
Other

Command Name Type Format Details
TBD

Prereg A Select Relay

Prereg A ON Relay

I?rereg B Select Relay

Rereg B ON Relay

I?reregs OFF Relay

Survival Heaters A ON Relay

Survival Heaters B ON Relay

Survival Heaters OFF Relay

20.5.2 Unique Command Structures

None have been identified for MISR. However, the equator dark side crossing time
(ascending node) is possible, as it is the key to maintaining the commanding within
the MISR microprocessor on a relative time basis.

20.5.3

TBD

20.5.4

TBD

20.5.5

TBD

20.5.6

TBD

Activity Definitions (EOC Command Management)

Stored Command Sequences (EOC Command Management)

Real-llme Command Sequences (EOC)

Utilization Constraints
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30 TELEMETRY PROCESSING REQUIREMENTS

Specific requirements for the processing of real-time MISR telemetry data are
understood to be as specified in the following paragraphs. Telemetry will be
transferred by either the 1553 C&DH interface, BDU, or the high rate science
interface. Each type of CCSDS packet transferred on the high rate science interface
wilI have a unique Application Process Identification (APID). Currently, 21 unique
APIDs have been identified as follows:

“ 9 APIDs to identify the Earth-observationing data from each of the nine
cameras (separate band information is internal to the packet)

s 9 APIDs to identify the camera calibration data from each of the nine
cameras (separate band information is internal to the packet)

c 1 APID to identify a pre-determined test data packet (EOS-AM request)

. 1 APID to identify high rate engineering data packet

“ 1 APID to identify calibration diode data.

30.1 Decommutation Requirements

All telemetry required by the EOC to support instrument early orbit operation and
activation are assumed to be defined in the I & T databases to be transferred to the
EOC. Table VII enumerates the MISR Telemetry List. Note: Table VII (The Telemetry
List) will be expanded as details become available.

TABLE VII Telemetry List
Telemetry Name Type Other

Details
TBD

Bias Voltage, HQEDI Bus

Bias Voltage, HQED2 Bus

Bias Voltage, HQED3 Bus

Bias Voltage, HQED4 Bus

Current, NCalE MDDA1 Bus

Current, NCal~ MDDA2 Bus

Current, SCalE MDDA1 Bus

Current, SCalR MDDA2 Bus

Current, Camera Aa PS Bus

Current, Camera Af I% Bus
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TABLE VII (continued) Telemetry List
Telemetry Name Type Other

Details
TBD

Current, Camera An F’S Bus

Current, Camera Ba I% Bus

Current, Camera Bf PS Bus

Current, Camera Ca PS Bus

Current, Camera Cf PS Bus

Current, Camera Da PS Bus

Current, Camera Df PS Bus

Current, DC/DC 1 Bus

Current, DC/DC 2 Bus

Current, Goniometer Motor Bus
I

— r— I [

lTemP, CCD Aa IBUS I I
1

Tem~, CCD Af Bus

Temp, CCD An Bus

Temp, CCD Ba Bus

Temp, CCD Bf Bus

Temp, CCD Ca Bus

Temp, CCD Cf Bus

Temp, CCD Da Bus

Temp, CCD Df Bus

Temp, CSE Chassis Aa Bus

Temp, CSE Chassis Af Bus

Temp, CSE Chassis An Bus

Temp, CSE Chassis Ba Bus

Temp, CSE Chassis Bf Bus

Temp, CSE Chassis Ca Bus

Temp, CSE Chassis Cf Bus

Temp, CSE Chassis Da Bus

Temp, CSE Chassis Df Bus

Temp, Spectralon 1 Bus

Temp, Spectralcm 2 Bus
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TABLE VII (continued) Telemetry Lis
Telemetry Name Type

[TemD, Optical Bench, Aft IBUS

Temp, Optical Bench, Fwd Bus

TemP, Optical Bench, Mid Bus---

lTem~. Outics. Front Aa IBUS,

Tem~, dtics, Front Af
1
IBUS

Temp, Optics, Front Ba Bus

Temp, Optics, Front Bf Bus

~em~, Outics, Front Ca IBUS

Other
Detaiis

TBD

A..

Temp, Optics, Front Cf IBUS

Temp, Optics, Front Da Bus

Temp, Optics, Front Df Bus

Temp, Optics, Rear Aa Bus

Temp, Optics, Rear Af Bus

Temp, Optics, Rear An Bus

Temp, Optics, Rear Ba Bus

Temp, Optics, Rear Bf Bus

Temp, Optics Rear Ca Bus

Temp, Optics, Rear Cf Bus

Temp, Optics Rear Da Bus

Temp, Optics, Rear Df Bus

Temp, PIN 1 Bus

Temp, PIN 2 Bus

Temp, PIN 3 Bus

Temp, PIN 4 Bus

Temp, PIN 5 Bus

Temp, HQED1 Bus

Temp, HQED2 Bus

Temp, HQED3 Bus

Temp, HQED4 Bus
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Telemetry Name

Tem~, Radiator, +Z

lTemp, Radiator, -Y.

lTem~, Sun Side

Temp, TEC1, CJT, Aa

Temp, TEC1, CJT, Af

Temp, TECI, CJT, An

TemD, TEC1, Cl’T, Ba

Temp, TEC1, CJT, Bf

Tem~, TECI, CIT, Ca

lTemp, TEC1, CJT, Cf

I

lem=%tryList
Type Other

Details

Bus

Bus

Bus

Bus

Bus I I
Bus I I
B“us I
Bus

Bus

Bus I 1

Temp, TEC1, CJT, Da Bus

Temp, TEC1, CJT, Df Bus

Temp, TEC2, C~, Aa Bus

Temp, TEC2, CJT, Af Bus

Temp, TEC2, CJT, An Bus

Temp, TEC2, CJT, Ba Bus
Temp, TEC2, CJT, Bf Bus

Temp, TEC2, CJT, Ca Bus

Temp, TEC2, CJT, Cf Bus

Temp, TEC2, C~, Da Bus

Temp, TEC2, CJT, Df Bus

Temp, TEC, H~, Aa Bus

Temp, TEC, HJT, Af Bus

Temp, TEC, HJT, An Bus

Temp, TEC, HJT, Ba Bus

Temp, TEC, HJT, Bf Bus

Temp, TEC, HJT, Ca Bus

Temp, TEC, HJT, Cf Bus

Temp, TEC, HJT, Da Bus

Temp, TEC, HJT, Df Bus
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TABLE VII (continued) Telemetry List
Telemetry Name Type

Cover Open lBi-L

lCover C~osed lBi-L
1

North Calibration Panel DeP lBi-L. 1

North Calibration Panel Sto lBi-L

I%uth Calibration Panel DeD [Bi-L
,

South Calibration Panel St:
I
[Bi-L

lGoniometer Sto
m

lBi-L

,

Temp, +Z Radiator PA

Temp, -Y Radiator PA

Tem~, O~tical Bench (-X)
1
]PA

Temp, Optical Bench (+X) PA

Temp, Optical Bench (Mid) PA

Temp, C~mera Da, F%
r
]PA

lTemP, Computer “h?A

Other
Details

TBD

I

I

I

I
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30.1.1 Engineering Telemetry Format

There are three MISR engineering formats.

a. High rate engineering data packets -- These CCSDS packets are transferred with
the saence data to the SSR. The engineering packet will carry a unique AF’ID.
The currently proposed, but not yet approved packet structure is given in Table
VIII (top-level) and Table IX (detailed). Detailed information on the CCSDS
packet header and the secondary EO$AM header is located in the GUS and wiIl
not be repeated herein.

The total packet length is 1784 bits including CCSDS headers, which meets the
1024 bit minimum required length.

TABLE VIII CCSDS Engineering Packet Proposed Structure (top-level)

A) CCSDS header

B) Data Zone

1) Secondary header

2) Instrument Data Field

a) packet description

b) General eng data

c) Calibration Panel data

d) CCD integration time

e) Camera eng data

f) Command Verification data

c= 8192 bits

48 bits

1736 bits

72 bits

1664 bits

2 bits

216 bits

104 bits

288 bits

1022 bits

32 bits
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TABLE IX Proposed Engineering Data PaAet Detailed Strum

A) CCSDS Packet Header (includes APID)

B) Secondq Header
(includes timing information)

C) Engineering Packet description

1) Powered Side

2) Unobligated

D) General Engineering Data

1) Mechanism Flags

a) Cover unlatch

b) Cover closed limit switch

c) Cover open limit switch

d) Unobligated

2) Averaging period for gen eng data

3) Currents

a) Pre-reg 1

b) Pre-reg 2

c) Cmd & ctl pwr supplyl

d) Cmd & ctl pwr supply2

48 bits

72 bits

2 bits

1 bit

1 bit

216 bits

4 bits

1 bit

1 bit

1 bit

I bit

14 bits

56 bits

14 bits

14 bits

14 bits

14 bits

MISR IFOU Preliminary 104 8f23P3



20043114

26 August1993
=—

TABLE IX (continued) Proposed Engineering Data Packet Detailed Structure

4) Cover Mechanism Data 28 bits

a) Cover MDDA current 14 bits

b) Cover MDDA position 14 bits

5) Temperatures 112 bits

a)

b)

c)

d)

e)

f)

@

h)

Optical bench-fore

Optical Bench-mid

Optical Bench-aft

Sunside Wall

Radiator position-1

Radiator position-2

Radiator position-3

Radiator position-4

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits

6) Unobligated 6 bits

E) Calibration Panel Data 104 bits

1) Mechanism Limit switch Flags 4 bits

a) 1st Diffuser panel stowed 1 bit

b) 1st diffuser panel deploy 1 bit

c) 2nd diffuser panel stow 1 bit

d) 2nd diffuser panel deploy 1 bit
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TABLE IX (continued) Proposed Engineering Data Packet Detailed Structure

2)

3)

4)

5)

Averaging Period for Cal Panel data

1st Diffuser Panel Data

a) Panel 1 MDDA current

a) Panel 1 MDDA position

a) Panel 1 temperature

2nd Diffuser Panel Data

a) Panel 2 MDDA curren t

a) Panel 2 MDDA position

a) Panel 2 temperature

Unobligated

F) CCD Integration limes

1) 1st MISR Camera

a) Blue band CCD integ

b) Green band CCD integ

c) Red band CCD integ

d) Near-IR band CCD integ

14 bits

42 bits

14 bits

14 bits

14 bits

42 bits

14 bits

14 bits

14 bits

2 bits

288 bits

32 bits

8 bits

8 bits

8 bits

8 bits
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TABLE IX (continued) Proposed Engineering Data Packet Detailed Structure

2) 2nd MISR Camera 32 bits

(same as 1st MISR camera)

...

.. .

9) 9th MISR camera
(same as 1st MISR camera)

G) Camera Eng Data

1) Av’g period for camera data

2) Data for 1st reported camera

a) Front Optics Temp

b) Rear Optics Temp

c) CCD Temp

d) TEC hot junction Temp

e) TEC cold junction Temp

f) Electronic Chassis Temp

g) 5 Volt feed Voltage

h) Power Supply Current

32 bits

1022 bits

14 bits

112 bits

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits

14 bits
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TABLE IX (continued) Proposed Engineering Data Packet Detailed Structure

3) Data for 2nd reported camera 112 bits
(same as 1st camera)

...

...

10) Data for 9th camera
(same as for 1st camera)

H) Command Verification

1) Valid Command Count

2) Invalid Command Count

112 bits

32 bits

16 bits

16 bits

b. Housekeeping

The MISR Housekeeping telemetry is currently envisioned to contain the same
parameters as the packets sent across the high rate interface, but sampled at a 512
bps. Details of content and format are TBD.

c. Critical health & safety

The Critical Health & Safety engineering telemetry comprises a subset of MISR
engineering parameters sampled 8 bits every EOS second. The particular
engineering data to be included are TBD, but the initial candidates proposed include
the camera power supply currents and the nadir radiator temperature.
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30.12 Science Telemetry Format

As follows:

30.12.1 MISR CCD Data

There are 18 types of MISR CCD data, both observation and calibration. Although
each will carry a unique APID, they will have the same overall packet structure, as
given in Table X (top-level), and XI (detailed). Detailed information on the CCSDS
packet header and the secondary EOS-AM header is located in the GIIS and will not
be repeated herein.

Each MISR CCD line array includes 1504 active detector elements and 16 blocked-out
detector elements (dark current measurement). For all observations, data from all of
the 16 blocked out detector elements will be reported. For scientific observations,
data from 1456 active (estimate) active detectors will be reported (nadir camera) or
1328 elements (estimate) from the eight non-nadir cameras. For calibration
observations, data from all 1504 active detector elements will be reported.

The data packet numbers and lengths wiIl vary based on the averaging of the data
within the instrument. When data is reported unaveraged or with 2x2 averaging
(see Section 3.), the CCD pixel data numbers will require more than one packet (8008
bits) for a single scan line (single spectral band from a single camera), requiring the
data to be reported in 2 or 3 consecutive data packets. The packet lengths will vary
but not be less than the lK bit minimum length requirement, Table XII shows the
average lengths of the MISR CCD data packets based on a variety of averaging types
of data, given the number of estimated detector element data described in the
previous paragraph.

TABLE X Science Data Packet Top Level Structure
c= 8192 bits

A) CCSDS Packet header 48 bits

B) “Data Zone” 136 to 8144 bits

1) Secondary Header 72 bits

2) Instrument Data Field 64 to 8072 bits

a) MISR Tertiary Hdr 64 bits

b) MISR Pixel DNs Oto 8008 bits

c) Unobligated Oor 4 bits
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TABLE Xl Detailed Science Data Packet Structure

A) CCSDS Packet Header
(includes APID)

B) Secondary Header
(includes timing information)

C) MISR Tertiary Header

1) Spectral Band ID

2) Averaging Mode ID

3) Packet Number within scan line

4) Scan Line Number (from dark equator)

a) 1.1 km scan line

b) 275 m scan line (in l.lkm)

5) Starting Pixel no. for this packet

6) Ending Pixel no. for this packet

7) CCD Integration time

8) Tertiary header error checking field

48 bits

72 bits

64 bits

2 bits

2 bits

2 bits

18 bits

16 bits

2 bits

12 bits

12 bits

8 bits

8 bits

MISR IF(XJ Preliminary 110 8D3193



20043114

26 August1993
=—

TABLE XI (continued) Detailed Science Data Packet Structure

D) MISR CCD Pixel Data Numbers (Oc=ne=667) Oto 8008 bits

1) DN for first pixel in packet 12 bits

2) DN for 2nd pixel in packet 2 bits

...

n) DN for last (nth) pixel in packet 12 bits

E) Unobligated Oor 4 bits

Table XII Average Length of MISR CCD data packets (K bits)

AVERAGING MODES

Data Type 1X1 2x2 4x4 4X1

Science (nadir) 6072 4600 4600 4600

Science (non-nadir) 5560 4216 4216 4216

Calibration 6264 4744 4744 4744
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30.122 Calibration Diode data

In addition to the MISR CCD data, there is a calibration diode packet, with a separate
APID, reporting fixed-cal diode data and goniometer data. Since there are only 408
bits of actual data from a single sampling interval from the fixed calibration diode
packages, and 120 bits from the same for the goniometer, they are too small for
individual packets. The plan is to concatenate data from several sampling intervals
for each into a single packet. The total length of these data packets could range from
1760 to 7232 bits. The 7232 bits is derived from sampling the goniometer at 4 times
the rate of the fixed-cal diode packages, and packaging 8 consecutive samples of the
all the fixed calibration diode data and 32 consecutive samples of the goniometer
data ( a 64 msec interval) together.

The format for the packet structure is given in Table XIII (top-level), and Table XIV
(detailed). Detailed information on the CCSDS packet header and the secondary
EOS-AM header is located in the GIIS and will not be repeated herein.

TABLE XIII Calibration Diode Data Top Level Structure

<=8192 bits

A) CCSDS Packet header 48 bits

B) “Data Zone” 1712 to 7184 bits

1) Secondary Header 72 bits

2) Instrument Data Field 1640 to 7112 bits

a)

b)

c)

Packet Description 8 bits

Fixed cal’n radiometry n’408 bits (n= 4 or 8)

Goniometer Data m* 120 bits (m=O, 4,8, 16, or 32)
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TABLE XIV Calibration Diode Data Detailed Packet Structure

A) CCSDS Packet Header 48 bits
(includes APID)

B) Secondary Header 72 bits
(includes timing information)

C) Packet Description

I)

2)

Dl)

1)

2)

3)

4)

5)

Number of fixed calibration reports
(4 or 8)

Number of goniometer reports
(O,4,8,16, or 32)

Fixed Calibration Radiometry

Averaging period for fixed cal’n rad’y

1st fixed PIN diodes calibration pkg

a)

b)

c)

d)

e)

Blue diode radiometry

Green diode radiometry

Red diode radiometry

Near IR diode radiometry

Temperature

2nd fixed PIN diode calibration pkg
(same as first PIN diode list)

3rd fixed PIN diode calibration pkg
(same as first PIN diode list)

4th fixed PIN diode calibration pkg
(same as first PIN diode list)

8 bits

4 bits

4 bits

408bits

14 bits

70 bits

14 bits

14 bits

14 bits

14 bits

14 bits

70 bits

70 bits

70 bits
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TABLE XIV (continued) Calibration Diode Data Detailed Packet Sbwture

6)

7)

8)

9)

Blue high-QE diodes calibration pkg 28 bits

a) Diode Radiometry 14 bits

b) Temperature 14 bits

Green high-QE diodes calibration pkg 28 bits

(same as blue high-QE diodes)

Red high-QE diodes calibration pkg 28 bits

(same as blue high-QE diodes)

Near-IR high-QE diodes calibration pkg 28 bits

(same = blue high-QE diodes)

10) Unobligated 2 bits

D2) Fixed Calibration Radiometry 408 bits
(same as Dl)

...

...

...

Dn) Fixed Calibration Radiometry
(sarneas Dl) n =40r8

408 bits
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TABLE XIV (continued) Calibration Diode Data Detailed Packet Structure

El) Goniometer Data

1) Goniometer mechanism flags

a) Goniometer unlatch flag

b) Goniometer stowed limit switch

2) Averaging period for goniometer data

3) Goniometer mechanism data

a) Goniometer MDDA current

b) Goniometer MDDA position

4) Goniometer calibration radiometry

a) Blue PIN diode radiometry

b) Green PIN diode radiometry

c) Red PIN diode radiometry

d) Near IR PIN diode radiometry

e) Temperature

5) Unobligated

120 bits

2 bits

1 bit

1 bit

14 bits

28 bits

14 bits

14 bits

70 bits

14 bits

14 bits

14 bits

14 bits

14 bits

6 bits
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TABLE XIV (continued) Calibration Diode Data Detailed Packet Structure

E2) Goniometer Data 120 bits
(same as El)

...

. ..

. ..

Em) Goniometer Data
(same as El )

120 bits

30.1.5 Test Packet Format

This CCSDS packet comprises a pre-determined data (content and length) packet for
use in integration and test of MISR with the EOS -AM spacecraft. The details are
TBD.

30.2

TBD

30.3

TBD

30.3.1

TBS

30.302

TBD

MISR IFOU
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30.4 Uplink Verification Requirements

TBD

30.4.1 Command Verification

The uplink of the 16 day table of MISR activities will be verified by Cyclic
Redundancy Check (CRC) TBR.

30.42 Microprocessor Load Verification

MISR Microprocessor load transmissions are verified by the FOT with a cyclic
Redundancy Check (CRC) TBR.

The MISR PI verifies microprocessor loading in the instrument. (TBD)

30.5 Health and Safety Monitoring Requirements

MISR health and safety are monitored by the FOT on-line crew. The MISR PI
identifies the critical instrument health and safety parameters along with their
limits. The FOT will monitor the housekeeping data in real-time when available
during TDRS contacts, and shall monitor near real time health and safety using
housekeeping data dumped from the SSR once per day (one orbit) - this
requirement is TBR by GSFC. (See real-time requirements appendix section for
details). The MISR PI has the capability to monitor MISR health and safety at his
facility.

30.5.1 Limit Check Requirements

Limit Checks of the Telemetry will be made by the FOT per criteria in the alarm
limit database, and procedures, including limits, limit gradients. Limit checks will
be made for all real-time telemetry. Remainder TBD

30.5.2 Alarm Requirements

Alarms are required when yellow or red limits are reached, or when the limit
gradient is exceeded. Other conditions are TBD
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30.6 Display Generation Requirements

TBD

30.6.1 Parameter Calibration

TBD

30.62 CRT Page Display

TBD

30.6.3 Strip-Chart Recorder Displays

TBD

30.6.4 Hardcopy Outputs

TBD

30.7 EOC Telemetry Database Requirements

TBD

30.7.1 Telemetry Function Definition

TBD

30.72 Derived Function Definition

TBD
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TBD

30.7.4

TBD

30.7.5

TBD

30.7.6

TBD

30.7.7

TBD

30.7.8

TBD
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Mode/Event Definition

Limit Check Thresholds

Alarm Generation Criteria

Command Verification Criteria

Display Definition

Calibration Parameters

MISR IF(XI Preliminary 119 8r23193



20043114

26Au~t 1993

APPENDIX IV

40 OPERATIONAL ACTION REQUIREMENTS

Specific MISR requirements for operational action under specified conditions are
understood to be as follows:

40.1 Contingency Action Requirements

TBD

40.1.1 Emergency Power-Down

The emergency power-down sequences for MISR are TBD. Preliminary desires are
for MISR to be put into Standby Mode when entering or leaving the SAFE mode.

40.1.2 Limits/Alarm Reaction

Out-of-limits conditions are reported to the MISR Principal Investigator. Out of
limit conditions are (TBD).

40.1.3 Spacecraft Safe Mode (SCC running)

TBD.

40.1.4 SCC Halted

TBD

40.1.5 Other On-Board Processors Halted

TBD

40.1.6 Uplink Transmission Failure

TBD

40.2 Preactivation Requirements
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40.3 Spacecraft Maneuver Accommodation

The plan for MISR operation during Spacecraft maneuvers is TBD.

40.3.1 Orbit Adjust

TBD

40.4 Alignment/Calibration Requirements

TBD

40.5 Special Observation Requirements

The following requirements are necessary for the vicarious calibration operations:

TBD
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50 PLANNING AID REQUIREMENTS

A standard set oforbital parameters and selected orbital events is generated bythe
FDF and transferred tothe EOC through IST where the MISR PIcan access the data
for planning purposes and for use in the generation of any additional unique
planning aids required. The accuracy of the data is TBD (the bestpossible). The
MISR team would like the navigational accuracy to lsecond, asearlyas is possible
for loca.l mode selection. This has been given asaccurate upto Imonth in advance.

The following are example summaries of the long term and short term data tobe
provided. The actual data to be selected for MISR use is TBD. Details associated with
these TBD parameters are defined in TBD.

50.1 Parameter Definition

TBD

50.1.1 Long Term

The long term aids to be used by MISR are TBD.

The following is an example summary of long term aids:
EOS-AM Orbital Characteristics

a. Brouwer mean orbital elements
b. Solar beta angle
c. Direction of S/C flight
d. Local mean Sun time
e. S/C ascending node
f. Length of TBD day and night
g. Length of S/C day and night

Ephemeris:
a. Solar
b. Lunar
c. Planetary

Star Catalog
a. Ascending Node Prediction
b. Longitudinal spacing and precession rate.

Solar Eclipse predictions.
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50.12 Short Term

The short term aids to be used by MISR is TBD.

The following is an example summary of short term aids:

a. Spacecraft ephemeris
b. Brouwer mean orbital elements.
c. Predicted Orbit Adjust time
d. Solar Eclipse predicts.

Orbital Events
a. Ascending and descending node
b. Spacecraft nadir sunrise and sunset terminator crossing
c. Terminators (both) for TBD degree line of sight at TBD altitude
d. South Atlantic Anomaly entrance and exit.
e. Sunset and Sunrise at TBD altitude.
f. Yaw and elevation angle to sun TBD-seconds before sunset
g. Yaw angle to sun at sunrise for TBD altitude.
h. Grazing sunrise begin/sunset end event
i. Grazing sunrise end event

Solar Beta Angle

50.2 Parameter Specifications

The MISR unique specifications for planning aid parameter are TBD

50.2.1 Information Accuracy

TBD.

50.2.2 Data Precision

TBD.
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50.23 Data Frequency

TBD.

50.3 Information Handling Requirements

The MISR PI accesses planning and scheduling tools via his 1ST. Details are TBD.

50.3.1 Format

Standard IST/EOC interface file format is TBD.

50.3.2 Packaging

Standard (i.e., time-annotated date file) is TBD.

50.4 Access Timeline Requirements

MISR accesses planning and scheduling aid data on a TBD basis.

50.4.1 Lead Time

TBD (i.e., long term parameters consistent with long-term science planning
schedule; short-term parameters TBD days/hours beforehand).

50.42 Retention

TBD (i.e., long term parameter projections throughout mission, short-term
parameters until current).
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60 SPECIAL ACI’IVATION REQUIREMENT

Specific requirements for activation of MISR are understood to be as follows:

60.1 Commanding Requirements

Commands required for activation and normal operations are predefined in the
database (I&T and EOC).

60.1.1 Special Command Sequences

At least TBD command sequences are required for the initial activation checkout
steps planned for MISR.

60.1.2 Special Command Constraints

At least TBD command sequences are required for the initial activation checkout
steps planned for MISR. These command sequences may or may not be the same for
contingency recovery MISR activation. These command sequences will be generated
as part of the planning for the activation.

60.1.3 Real-time Command Generation

There are TBD special real-time command generation requirements for MISR
activation. All normal real-time command generation capabilities (defined in 20.4)
are required.

60.1.4

TBD.

60.2

TBD

60.2.1

Special Command Transmission Requirements

Telemetry Processing Requirements

Special Telemetry Formats
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There are no special telemetry formats identified for MISR.

Special Processing Functions60.2.2

TBD

60.2.3

TBD

Special Processing Parameters

60.2.4 Special Displays

MISR saence functions are to be displayed in TBD.

60.2.5 Strip Chart Recorder
TBD

60.3 Remote Support Coordination Requirements

TBD

60.3.1 Quick-look Playback HandIing

Access to quick-look data is provided via the TBD.

60.3.2 Voice Communications

Voice communications are required between the MISR location within the EOC (at
the time of instrument activation on-orbit) and the MISR remote terminal faality
(SCF) at JPL throughout MISR initial and contingency recovery activations.

60.4 Facility Requirements

The MISR PI and/or designated representative(s) require access to TBD standard
instrument activation location within the EOC, and standard office-type working
space and services for a TBD activation staff throughout the activation period.
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APPENDIX VII

70 ABBREVIA~ONS

ACE .......................................... Attitude Control Electronics
ADAC ...................................... Attitude Determination and Control
Arm ........................................ Application Process Identifier
ARc .........................................Ames Research Center
ARIA ........................................ Advanced Range Instrumented Aircraft
ASTER ..................................... Advanced Spaceborne Thermal Emission and

Reflection
ATC .......................................... Absolute Time Command

BDD .......................................... Baseline Description Document
BDU ......................................... Bus Data Unit

C&DH ...................................... Command & Data Handling
CADU ...................................... Channel Access Data Unit
CCSDS ..................................... Consultative Committee For Space Data Systems
Pm217c
L--u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Clouds and Earth’s Radiant Energy System
FTTTT Command Link Transmission UnitLUAU .. .. . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . ..- —---

CMD ......................................... Command
COMM .....................................Communications Subsystem
CRC .......................................... Cyclic Redundancy Check
CSMS ....................................... Communication and System Management segment
CTIU........................................Command and Telemetry Interface Unit
C&T .......................................... Command and Telemetry

DAAC ...................................... Distributed Active Archive Center
DADS ....................................... Data Archive and Distribution System
DAR ......................................... Data Acquisition Request
DAS .......................................... Direct Access System
DB .............................................. Direct Broadcast
DCU ......................................... Data Control Unit
DDL ........................................... Direct Downlink
DMU ........................................ Data Memory Unit
DP .............................................. Direct Playback
DSN ......................................... Deep Space Network

ECOM ...................................... EOS Communication Network
ECS ........................................... EOSDIS Core System
EDOS ........................................ EOS Data and Operations System
EDU .......................................... Error Detection and Correction Data Unit
EOC ............................................. EOS Operations Center
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EOS ...........................................
EOS-AM ..................................
EOSDIS ....................................
EPS ...........................................
ESDIS .......................................
ESN ..........................................

FDF ...........................................
FDIR .........................................
FrFo.........................................
FOS ...........................................
FOT ..........................................
FOV ..........................................

........................................

GIIS ..........................................
GN ............................................
GN&CS ...................................
GSFC ........................................

HGA .........................................

I & T .........................................
ICC ............................................
ICD ...........................................
IFou........................................
IMs...........................................
1ST ............................................
IWG .........................................

JPL ............................................

Kbps .........................................
KSA ..........................................

L~P ..........................................
LTSP .........................................

Mbps ........................................
MISR .......................................
MO&DSD ................................
MODIS .....................................
MOM .......................................
MOPIIT ..................................
MSFC .......................................
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Earth Observing System
Earth Observing System -10:30 descending node orbit
EOS Data and Information System
Electrical Power System
Earth Science Data and Information System
ESDIS Science Network

Flight Dynamics Facility
Failure Detection, Isolation and Recovery
First In First Out
Flight Operations Segment
Flight Operations Team
Field of View
Flight Planning and Scheduling Group

General Instrument Interface Specification
Ground Network
Guidance, Navigation and Control Subsystem
Goddard Space Flight Center

High Gain Antenna

Integration and Test
Instrument Control Center
Interface Control Document
Instrument Flight Operations Understanding
Information Management System
Instrument Support Terminal
Investigator Working Group

Jet Propulsion Laboratory

Kilobits per Second
Ku-Band Single Access

Long Term Instrument Plan
Long Term Science Plan

Megabits per Second
Multi-angle Imaging Spectro Radiometer
Mission Operations and Data Systems Directorate
Moderate ‘Resolution Imaging
Mission Operations Manager
Measurements of Pollution in
Marshall Space Flight Center

128

Spectrometer

the Troposphere
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NASA ......................................
NASCOM ...............................
NU

NSI

P/B
PGs

..... .......................... ..........

............ .................. ........ ....

..................................... ......

......... ..................................

..... .. .............. .. ...... .. ............

PI ...............................................
PSCN .......................................

R/T ...........................................
........................................

ROM ........................................
Rs ............................................
RTCS ........................................

Scc...........................................
SCF ...........................................
SDF ...........................................
SDPS ........................................
SCT ...........................................
SFE...........................................
SMA .........................................
SMC .........................................
SN ............................................
SSA ...........................................

L SSR ...........................................
STGT ........................................
SWIR.......................................

TBD ..........................................
TBR ..........................................
TBS ...........................................
TDRS .......................................
TDRSS .....................................
TL .............................................

.........................................
TMON .....................................
TOD ..........................................
TONS .......................................

Usccs.....................................
UTc ..........................................
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National Aeronautics and Space Administration
NASA Communications Network
Network Control Center
Near Infrared
NASA Science Internet

Playback
Product Generation System
Principal Investigator
Program Support Communications Network

Real-Time
Random Access Memory
Read only Memory
Reed-Solomon
Relative Time Command Sequence

Spacecraft Controls Computer
Science Computing Facility
Software Development Facility
Science Data Processing Segment
Stored Command Table
Science Formatting Equipment
S-Band Multiple Access
System Management Center
Space Network
S-Band Single Access
Solid State Recorder
Second TDRSS Ground Terminal
Short Wave Infrared

To Be Determined
To Be Reviewed
To Be Supplied
Tracking and Data Relay Satellite
Tracking and Data Relay Satellite System
Team Leader
Telemetry
Telemetry Monitor
Time of Day
TDRSS Onboard Navigation System

User Spacecraft Clock Calibration System
Universal Time Code
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VCID........................................Virtual Channel Identifier
VCDU ...................................... Virtual Channel Data Unit

....................................... Visible and Near Infrared

WOTS ......................................Wallops Orbital Tracking Station
WSGT ...................................... White Sands Ground Terminal
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PURPOSE

The Mechanical Interface Control Drawing (MICD) Tales, 20008832, when executed, in conjunction with
the MICD Drawing, 20008831, represent an agreement of the detailed implementation of the mechanical
interface between the Earth Obsewing System (EOS) AM Spacecraft and the Multi-angle Imaging
Spectroradiometer (MISR). These two drawings, together with Thermal Interface Control Drawing
(TICD), 20008833; the Electrical Interface Control Drawing (EICD) Schematic, 20008834; EICD Tables,
20008835; Integration and Test Interface Control Drawing (l&T ICD), 20008836; and Command and Data
Handling Interface Control Drawing (C&DH ICD), 20008837; describe the details of the interfaces between
the EOS-AM Spacecraft and MISR. Thetop-level instrument Interface Control Drawing (lCD), 20008830,
provides the instrument ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The MICD Tables in conjunction with the MICD Drawings contain information necessafy to develop the
spacecraft configuration, for structural and mechanical studies, and during l&T for verification of
installation and alignment. The MICD Tables describe the instrument mass properties, mechanisms,

Finite Element Model (FEM), flight and launch accountability kit items, and alignment data. The MICD
Drawing contains the instrument component outline drawings; science and calibration fields of view;
mounting, electrical, and thermal hardware definition; and instrument ground support equipment
attachment.

Approval Signatures

IN ADDITION TO ECN AND CCB APPROVALS
ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVAL AND THE FULL AGREEMENT

OF THE PARTIES LISTED BELOW.

REV Spacecraft Date Instrument Date Principal Date
Program Office Program OffIce Investigator

(Signature on file) (Signature on file) (Signature on file)
J. Balch 2/11/93 T. Reilly 3/19/93 D. Diner 3/19/93
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MICD TABLES =—

1.

2.

3.

4.

5.

6.

7.

8.

The relationship among the instrument,
systems is shown pictorially in Figure 1.

spacecraft, and launch vehicle coordinate

The conversion among coordinate systems at the instrument origin is shown in Table 1.

Launch and on+rbit configuration mass properties are shown in Tables Ila and Ilb.

The MISR mechanisms are listed below. Mechanism characteristics are provided in
Table Ill. Corresponding torque, linear force versus time, and angular momentum
profiles are provided in the Figure 2 identified by the same lowercase alpha character.

a. Cover
b. Forward and Aftward Calibration Plates

c. Goniometer Diode

The finite element model which will be used by both the Instrument and Spacecraft
Providers is identified in Table IV.

The instrument and associated spacecraft flight items are listed in Table V.

The contents of the launch accountability kit are identified in Table VI for both flight and
non-flight items.

The launch accountability kit contains each item not installed prior to shipment to the
launch site and which must be installed before flight. Space is allocated for each item
which must be removed before flight. Thus the launch accountability kit provides the
means to verify that all items which must be installed before flight have been installed
and all items which must be removed before flight have been removed.

The alignment offset among the instrument boresight, all alignment cubes, and the
instrument and drill template mounting plane and hole pattern is shown in Table V1l.

size I Code Itini No.

A 49671 20008832
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Table L Reference Coordinate Systems

YMisR

YS acecraft
(TED 001) ~un~h Vehicie

v
ZMlsR
Zs a~e~r~fi

(Tif’D 001) ~un~h Vehjcie

Figure 1. Coordinate Systems

Coordinate
System I

n

instrument I XI= 0.0 I
(See Note 1.) I “

Spacecraft I X~c= 2730.5

Launch
I
)(~un~ v~hide=(TBD002)

Vehicie

1.

Coordinates (mm)

y,=” 0.0

~

y~”n~hvehide=~BD002) z~un~vehide=(TBD002)

See 20008831, Sheet 1 for location of instrument origin.

size Gxk kid No.

A 49671 20008832
m
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Table Ila. Mass Propeties - Launch/Stowed Configuration (See Note 2.)

Mass

II
(%) Estimated

(kg) (Estimated Center of Mass
(See Note 3.) (Calculated (mm)

(M)easured (See Notes 3. & 4.)
m

100E

106.0

I

Oc

I

Y = 398

OM z = 454 I

Estimated
Inertia Matrix (kg+) i (TBD 003)%

(See Notes 3.& 5.)

1)()(= 19.40 Ixy = -0.10 l=. 0.28

Iyx= -0.10 IW . 28.91 1~ . 427

la. 0.28 In. -0.27 Iz . 24.66

NQtesi

2. Mass Properties for launch or on+’bii stowed configuration.

3. Mass, center of mass, moments of inertia, and products of inertia
are the same at the end of life as the beginning of life in the
launch/stowed configuration.

4. Center of mass is specified with respect to the instrument origin
(See 20008831, Sheet 1).

5. Instrument moments and products of inertia are specified about
axes parallel to the instrument axes and passing through the
instrument center of mass.

Size

1A I
OodeMaltNo.
49671 I 20008832 I

I I sheet 10
ASD-EW 2051 349
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Table Ilb. Mass Propeties - On-t’bit Configuration (See Note 6.)

Mass

I
(Vo)

(kg) (Estimated
(See Note 7.) (Calculated

(M)easured
m

I 100 E

106.0

I
Oc
OM

Estimated
Center of Mass

(mm)
(See Notes 4.& 7.)

X = 389

Y = 398

z= 454

Estimated
Inertia Matrix (kg+’n2)* (TBD 003)0A

(See Notes 5.& 7.)

lxx = 19.40 I Ixy= -0.10 11~= 0.28

6. Mass Properties for on-orbit all doors deployed configuration.

7. Mass, center of mass, moments of inertia, and products of inertia
are the same at the end of life as the beginning of life for the
on+xbit configuration.

Size

A I
Codeldentrh
49671 20008832

I
I I sheet 11
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Table Ills. Mechanism Characteristics - Cover Mechanism

Location See 20008831 Sheet 2

Dperation The cover mechanism operates to open
the Aperture Door during initialization
and operates to close and open the
Aperture Door for transition to and from
Safe and Survival modes and for Delta
V maneuvers (i.e., the Aperture Door is
latched for launch, in the open position
for all Science, Calibration, and Standby
modes, and in the closed position for all
other modes).

tiass being moved (kg) [w)~, (C)aiculatd, (E)stima~ 2.0 (E)

~xis of rotation (relative to instrument axis) The cover rotates about an axis parallel
to the X axis located at:

~withrespect to instrument origin (mm)) x= 394 (c)
Y= 38 (C)
Z= 838 (C)

>enter of mass about point of rotation (mm) x= 394 (c)
with respect to instrument origin) (See Note 8) Y= 361 (C)
M)eawred, (C)akulated, (E)sthnated Z= 838 (C)

nertia (kg+ (with respect to axis of rotation) 0.5

MaximumImpulse (N-m-sac) 0.27

=inite Element Model Node Number 333296

dechanism Profiles See Figure 2a

Notes:

8. Center of mass of the cover is identified in the stowed position.

Size Ode Ident No.

A 49671 20008832

ASD-EW 2051 3+9
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Table IIlb. Mechanism Characteristics- South Pole Calibration Piate

Location See 20008831 Sheet (’TBD004)

Operation The South Pole (-x side) calibration
plate swings forward to calibrate the
forward looking and nadir cameras. The
plate is deployed 3.4 minutes after
crossing the Day/Night Terminator and
is stowed 10.5 minutes after terminator
crossing. Calibration Data acquired
between these intervals. The calibration
plan calls for a calibration startup period
where obsewations are taken on three
orbits the first day (consecutive orbits
may be requested), followed by three
additional orbits the first week, followed
by weekly observations the first month.
Thereafter only one obsewation per
month will be required. This start up
pattern may be requested at any time in
which the degradation is measured to
be greater than 19’oas compared to the
previous obsewation.

MaSS being moved (kg) (M)tXISUti (CMWNSCL (E)sthstd 2=2 (c)

Axis of rotation (reiative to instrument axis) The axis of rotation is about an axis
parallel to the Y axis located at

[with respect to instrument origin (mm)) x= 470 (c)
Y= 351 (c)
z= 688 (c)

Center of mass about point of rotation (mm) X= 523 (C)
[with respect to instrument origin) (See Note 9) Y= 351 (c)
M)easumd, (C)slculsbd, (E)shnsted Z= 787 (C)

Inertia (kg-m~ (with respect to axis of rotation) 0.039

Maximum impulse (N-sac) .013

Finite Element Modei Node Number 333295

Vlechanism Profiies See Figure 2b

NQles

9. Center of mass of the fonvard calibration plate is defined in the stowed
position.

~ r:‘“r l-t 13

20008832

ASD-EW 2051 3-S9



Table Inc. Mechanism Characteristics - NoM Pole-Calibration Plate

Location See 20008831 Sheet ~BD 005)

Operation The North Pole (+x side) calibration
plate swings aft to calibrate the
aft-looking and nadir cameras. The
plate is deployed 10.5 minutes before
the Night/Day Terminator and is stowed
3.4 minutes before the terminator
crossing. Data is acquired on the same
orbits as the South pole calibrations and
hence the North Pole plate has the
same frequency of obsewation.

Mass being moved (kg) (M)-uA, (C)atilatd, CWIWM 2.2 (c)
Axis of rotation (relative to instrument axis) The axis of rotation is about an axis

parallel to the Y axis located at:
[with respect to instrument origin (mm)) X= 318 (C)

Y= 351 (c)
z= 688 (c)

center of mass about point of rotation (mm) x= 264 (c)
[with respect to instrument origin) Y= 351 (c)
[See Note 10) Z= 787 (C)
M)aaaurad, (C)aiculatad, (E)stimatad

Inertia (kg-rn~ (with respect to axis of rotation) 0.039

Maximum Impulse (km-sac) .013

Finite Element Model Node Number 333294

hlechanism Profiles See Figure 2b

!!Mes

10.Center of mass of the forward calibration plate is defined in the stowed
position.

size

A
codaMaltNo.
49671 20008832
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Table Illd. Mechanism Characteristics - Goniometer Diode

stowed position.1
Size Coda I&d No.

A 49671 20008832

A3=W 2051M

Location See 20008831 Sheet (TBD 006)

Operation The goniometer diode is taking
calibration data between 7.7 and 5.7
minutes before the Night/Day
Terminator crossing at the Nor&h Pole
and between 5.7 and 7.7 minutes after
the Day/Night Terminatorcrossing at the
South Pole. The mechanism starts in
the O degree position (looking Nadir)
and swings continuously to either +60
degrees or-60 degrees and then back
completing one cycle (the direction will
depend on which calibration plate is
deployed). The mechanism repeats 1
cycle every 4 seconds for 120 seconds;
Goniometer diode used during both
North Pole and South Pole calibrations,
hence is used every time a calibration
plate is deployed.

Mass being moved (kg) (M)-ud, (C)ab[ati, mtimmd 1.0 (c)

Axis of rotation (relative to instrument axis) The axis of rotation is about an axis
parallel to the Y axis located at:

(with respect to instrument origin (mm)) x= 394 (c)
Y= 881 (c)
z= 790 (c)

Center of mass about point of rotation (mm) x= 394 (c)
[with respect to instrument origin) Y= 681 (c)
(See Note 11) Z= 671 (C)
M)eaaured, (Calculated, (E)sthatad

nertia (kg-rn2) (with respect to axis of rotation) 0.031

3ipolar step time (see) 0.02

Stepfrequency (see) 2.52

41aximumimpulse (N-m-see) 1.8

‘inite Element Model Number 333361

Mechanism Profiles See Figure 2c

m
11.Center of mass of the goniometer diode mechanism is defined in the
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Table IV. Finite Eiement Modei

Date

Fiie name

Grid/EiemenV
Property iD Range

Coordinate iD
Range

First Mode
Frequency (Hz)

Preliminary

10-31-91

MISRC1FBDA.DAT

330,001 to
331,999

476 to 499

Revision

Update

5-14-92

MISR0504FBD.DAT

332,001 to
333,999

476 to 499

45.8 51.8

Update

12-23-93

MISR2FBDM,DAT

333,001 to
334,999

476 to 499

62.75
I

size Code ldmt No.

A 49671 20008832
I
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Table V. MISR Flight Items

Item Part No. Supplier Qty

MISR (TBD 007) JPL 1

*

---

I
----.. ...----

A 49671 I 20008832

sheet 20
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Table V1. Launch Accountability Kit

Item Drawing # Fiight Non-Fiight

None

t

size Code Icbt No.

A 49671 20008832
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Table V1l. Alignment Data (TBD 008) *

Instrument Alignment Cube

Spacecraft Alignment Cube

t---

Drill Template Alignment Cube

Alignment Offset (arc-second)
(see Note 15.)

t

.

Tn 6X I ey I (3Z
.- . .

Instrument Alignment Cube

Spacecraft Alignment Cube

Spacecraft Master Reference
Cube

Instrument Mounting Piane &
Hole Pattern

Drill Template Mounting Plane .

& Hole Pattern

● Where the majority of the table information is TBD, the entire table has been identified as TBD in the
table title. Table information will be filied in as it becomes availabie.

-

15.Entries are offsets between the nominai instrument and spacecraft axes as defined in Figure 1.
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Table Vlll. Reference Documents*

Document Number REV Date Document Title Source
r

● Table information will be filled in as required.

size
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PURPOSE

The Thermal Interface Control Drawing (TICD), 20008833, when executed, represents an agreement of
the detailed implementation of the thermal interface between the Earth Observing System (EOS) AM
Spacecraft and the Multi–angle Imaging Spectroradiometer (MISR). This drawing, together with the
Mechanical Interface Control Drawing (MICD) Drawing, 20008831, MICD Tales, 20008832, Electrical
Interface Control Drawing (EICD) Schematic, 20008834, EICD Tables, 20008835, Integration and Test
Interface Control Drawing (l&T ICD), 20008836, and Command and Data Handling Interface Control
Drawing (C&DH ICD), 20008837, describe the details of the interfaces between the EOS AM Spacecraft
and MISR. The to~evel instrument Interface Control Drawing (iCD), 20008830, provides the instrument
ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The TICD contains information on surface properties, heat flow, thermal balance, power dissipation,
thermal control, and temperature limits for use in instrument and spacecraft thermal design and validation
of the spacecraft accommodation of the instrument thermal environment.
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ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVA1 AND THE FULL AGREEMENT

REV Principal I Date
Investigator

+

OF THE PARTIES LISTED BELOW.
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Program Office Program Office
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TBD LOG

SUBJECT

Thermal properties of surfaces
inside baffle

Thermal properties of aperture dmr

MISR thermal fields of view

Wid+angie perspetilve thermal
fields of view

Radiator surface properties*

Reflector surface properties*

Aperture surface properties*

Multi-layer insulation surface
properties*

Mounting surface properties*(4 places)

Worst case orbit heat flow limits
(2 Places)

Nominal heat flow - Safe Mode ●

(2 Places)

Nominal heat flow - Survival Mode*
(2 Places)

Nominal heat flow - Local, Global,
(2 Places)& Stereoscopic Mode*

Nominal heat flow - Calibration Mode”
(2 Places)& Stereoscopic Mode*

Nominal heat flow - Standby Mode*
(2 Places)& Stereoscopic Mode*

Net thermal balance*

Power dissipation profile - Safe Mode

Power dissipation profile -
Survival Mode

Electrical Heater Power - Local,
Global, & Stereoscopic Mode

Electrical Heater Power -

Electrical Heater Power -
Standby Mode

Heaters and coolers*

Heater and sensor locations

Temperature limits”

RESPONSIBLE

E. Lin (JPL)

E. Lin (JPL)

E. Lin (JPL)

B. Wilson (GE)

E. Lin (JPL)

E. Lin (JPL)

E. tin (JPL)

E. tin (JPL)

J. Stevens (JPL)

DUE

01-11-83

01-11-93

01-11-93

03-11-93

01-11-83

01-11-83

01-11-83

01-11-83

01-11-93

E. Grob (GE) (Q~~ 02-28-93
E. Lin (JPL) 08-02-93

E. Grob GE) (Qh~ 02-28-93
bE. Lin (J L) 08-02-83

E. Grob (GE) (Q~ 02-28-83
E. Lin (JPL) 08-02-93

E. Grob GE) (QMJ :2~~::
bE. tin (J L)

E. Grob GE) (Q~~ 02-28-93
bE. Lin (J L) 08-03-93

E. Grob (GE) (Qb~ 02-28-93
E. Lin (JPL) 08-03-93

B. Wilson (GE) 10-01-93

E. Lin (JPL) 08-03-93

E. Lin (JPL) 08-03-93

E. tin (JPL) 08-03-93

E. Lin (JPL) 08-03-93

E. Lin (JPL) 08-03-93

E. Lin (JPL) 08-03-93

E. tin (JPL) 08-03-93

E. Lin (JPL) 01-11-83

● Where the majority of the table information isTBD, the entire table has been identified SSTBD in the table
title. Table information will be filled in as it becomes available.
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PART 1 THERMAL INTERFACE ‘—

Thermal Interface Description

MISR is designed to be thermally independent from the EOS AM Spacecraft. All thermally
non-functional outer surfaces are covered with Multi-Layer Insulation (MLI) to minimize
radiative exchange with the surroundings, and low conductance kinematic mounts are
provided at the mounting interface to the spacecraft.

The entrance aperture represents a sizeable thermal disturbance due to a strong radiative
coupling to the earth. There will be a net orbit-averaged energy loss at the entrance
aperture with some orbital variation due to the changing albedo flux. The Thermal Electric
Coolers (TECS) are used to cool the detectors to their required operating temperature of
-1 O“c.

After initial system checkout the instrument is calibrated nominally once per month for a
duration of approximately 4 minutes at each pole.

The primary radiating surfaces are located on the-Y and +Z faces of the instrument. These
radiators reject the majoriiy of the orbit average power dissipated within the instrument.
These radiators are painted white to minimize absorbed albedo and solar energy.

The thermal design features are shown in Figure 1; thermal fields of view are shown in
Figure 2; resulting wid~angle perspectives are shown in Figure 3; surfaces are identified
in Figure 4; and sutiaces are described in Tale 1.

size
A

- IdelltNo.

49671 20008833

I Isheet 8
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Figure 1. Thermal Interface Design Features
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~BD 003)

Figure 2. Thermai Fieids of View
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(TBD 004)

I‘1

Figure 3. Wide-Angie Perspective - Thermai Fieids of View
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1. See Table lforsurface properties.

Figure 4. Surface Designations
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s
D

D1

D2

D3

El

E2

E3

Coating

White Paint

White Paint

Table la. Radiator

Area (Inz)

I

Sutfaco Emlsslvlty

Surface Propertle

Surface Absorptlvlty

m

I

Temp (C)

(H25

0+25

5y

Eetlmsted View Factor
to Space

Orlentatlon

-Y

-Y

-Y

+Z

+Z
+Z

r!umai
●

BOL
c
EOL
in
SD
TBD

Where the majority of the table information is biank, the entire table has been identified
as TBD in the tabie title. Table information wiil be fiiied in as it becomes available.
Beginning of iife
Centigrade
End of iife
Inch
Surface designation
To be determined

Temp Temperature

I
‘1
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Table lb. Reflector Surface Properties (TBD 006)’

s Coating Area (M) Surfaco Emlsslvlty SutiaceAbsorptivity Temp (C) Estimated View Orlontatlon
D Factor to Space

BOL
I

EOL BOL
I

EOL

A2 Black paint 92 +x

B2 Blackpaint . 92 -x

C2 Blac&paint 176 +Y

D4 Blackpaint 176 -Y

-

●

BOL
c
EOL
in
SD
TBD
Temp

Where the majority of the table information is blank, the entire table has been identified
as TBD in the table title. Table information will be filled in as it becomes available.
Beginning of life
Centigrade
End of life
Inch
Surface designation
To be determined
Temperature,

I
‘1
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Table Ic. Aperture Surface Properties (TBD 007)*

SD Area (Inz) Effectlvo Emlselvlty Temp (C) Eetlmated View Factor Ortentatlon
to 9pace

BOL EOL

o 312 I -z

NQ!l!m
*

Effeotlve Absorptlvlty

Where the majority of the table information is blank, the entire table has been identified

BOL
c
EOL
in
SD
TBD
Temp Temperature

as TBD in the table title. Table information will be filled in as it becomes available.
Beginning of life
Centigrade
End of life
Inch
Surface designation
To be determined

I‘t



Table Id. Multi-Layer insulation Surface Properties (TBD 008)’

SD lype Area (ln2) Through Emlsslvlty
(Effective Emleetvlty)

BOL EOL

Al 930

B1 930

cl 1530

F 1494

4

BOL

c
EOL
in

SD
TBD
Temp

Surface Emlsslvlty

BOL I EOL

1

Surface Absorptlvlty

BOL I EOL

=+=

I

NQ$m

Where the majority of the table information is blank, the entire table has been identified
as TBD in the table title. Table information will be filled in as it becomes available.
Beginning of life
Centigrade
End of life
Inch
Su~ace designation
To be determined
Temperature

4

I‘1



J!h2tex
*

c
ft
in
pin

N/A

P-P
SD
TBD
w
2.

3.

Table le. Mounting Surface Properties (TBD 009)’

SD Area Temperature Conductlvlty Flatnees Finish Surface
(ln2) (c) (WC) (Inlft p-p) (pIn)

(See Note 2) (See Note 3)

G 36 0.05* 0.02
(TaR 001)

Where the majority of the table information is blank, the entire table has been identified as TBD in the table
title. Table information will be filled in as it becomes available.
Centigrade
Foot
Inch
Micro-inch
Not applicable
Peak-to-peak
Surface designation
To be determined
Watt
Temperature is reported at the instrument side of the mount.

Conductivity for cinematically mounted instruments is reported over the area of each mount.

I‘1
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I

2.

3.

4.

=—

PART 2 HEAT FLOW

Heat Flow Description

Table II describes heat flow for each mode defined in the C&DH ICD for a nominal orbit.
Heat flow limits are also described which encompass worst case ort)its. Heat flow will
be verified by analysis only. The following legend is used:

N/A

QW~

Qba~

Qin

QOti

QtO@l

SD

TBD

w

Not applicable

The tw~tiit average radiant heat from solar, albedo, and eatih
radiation that is absorbed by the surface.

The tw=rbit average radiant heat from all parts of the spacecraft
within the view of the surface that is absorbed by the surface.

Qin=Qm~. Qba~

The tw~rbit average heat flow which is transferred by thermal
radiation plus thermal conduction at the surface. For mounting
surfaces, this includes the effects of structural mounting, electrical
cables, and ground straps, as appropriate.

QtOkl = Qin - QOUt.+QtObl is net heat flow into the surface, and
-Q~hl is net heat flow out of the surface.

Surface designation

To be determined

Watt

Thermal balance is shown in TAie Ill.

Power dissipation profile is shown in Figure 5. Two types of instances in the otilt which
may be significant to instrument operation or spacecraft thermal environment are
indicated on the profiles. The following legend is used:

Terminators

Eclipse

Day/Night and Night/Day Terminators are indicated on the profile.
The Day/Night Terminator is when the spacecraft ground track
passes from the daylight side to the night side of the Earth. The
Night/Day Terminator is when the spacecraft ground track passes
from the night side to the daylight side of the Earth.

Eclipse Entry is when the spacecraft enters the Earth eclipse of the
Sun. Eclipse Exit is when the spacecraft exits the Earth eclipse of
the Sun.

The thermal math model is identified in Table IV.

Size Code kkni No.

A 49671 I 20008833
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Table Ila. Worst Case Orbit Heat Flow Limits (TBD 010)
-—

I Qjn (w)
!

SD Qab. (w) Q~Ck (w)

Radiator Surfaces

D1

D2

D3

El

E2

E3
- -=u~ ~ ~ - —

Total
>

Reflector Surfaces

A2

B2

C2

D4
-

Total

Aperture Surfaces

o

Total

~ultAayer insulation Surfaces

Al

B1

cl

F

Total

VlountmgSurfaces

G I I I I I I

Size Code Idenl No.

A 49671 20008833
1

I lskl 19

ASD-EW 2051 349



Table Ilb. Nominai Orbit Heat Fiow - Safe Mode (TBD 011)

Qin (W) ‘+~”t (w) Qtotal (w)

SD Qatm W) Qt)ack (W)

Radiator Surfaces

D1

D2

D3

El

E2

E3
— — ~ -

Total

Reflector Surfaces

M

B2

C2

D4

Total

Aperture Surfaces

o
*

Total

Multi-Layer insulation Surfaces

Al

BI

cl

F

Total

dounting Surfaces

G
) d — ~ -
Total

Slzcl Code MontNo.

A 49671 20008833

Mm-Ew 2051 349



Table Ilc. Nominal Orbit Heat Flow- Suwival Mode (’TBD012)

QI. (W) --—
Qout M. Qtotil (W)

SD Qslm MO Qbsok ~

Radiator Surfaces

DI

D2

D3

El

E2

E3

Total

Reflector Surfaces

A2

B2

C2

D4

Total

Aperture Surfaces

o

Total

Multi-Layer Insulation Surfaces

Al

B1

cl

F
,

Total

Mounting Surfaces

G
—

Total

/ +
size
A

Codekid No.
49671 20008833

ASD-EW 2051 3-S9



Table lid. Nominai Orbit Heat Fiow - Looai, Giobai, & Stereoscopic Mode (TBD 013)

Qln (W =–Qout (W) Qtotal w)
A

SD QW (W) Qback~

Radiator Sutiaces

D1

D2

D3

El

E2

E3

Total

Reflector Surfaces

A2

B2

C2

D4

Total

Aperture Surfaces

o
*

Total

Multi-Layer Insulation Surfaces

Al

B1

cl

F

Total

Mounting Surfaces

G

Total

Size

A I
CodeIdentNo.
49671 I

20008833
i

I Isheet 22



Table Ile. Nominai Orbit Heat Fiow - Caiibmtion Mode (’TBD014)

Qin W) -- Qout W) Qtotil (W)

SD Qabs ~ &k ~ ‘

Radiator Sun#aces

D1

D2

D3

El

E2

E3

Total

Reflector Surfaces

A2

B2

C2

D4

Total

Aperture Surfaces

o

Total

Multi-Layer Insulation Surfaces

Al

B1

cl

F

Total

Mounting Surfaces

G
— —

Total

Size

A
Co&IIdenlNo.

49671 20008833
I

I I I Sheet 23



Table Ilf. Nominai Orbit Heat Fiow - Standby Mode (TBD 015)

Qin (w) “–Qout w) Qtotai (w)

SD Qabs w) Qt)ack (w)

~adiator Surfaces

D1

D2

D3

El

E2

E3

Total

<eflector Surfaces

A2

B2

C2

D4

Total

#perture Surfaces

o

Total

dulti-Layer insulation Surfaces

Al

B1

cl

F

Total

dounting Surfaces

size
A

code Malt No.

49671 20008833

AS&EW20513-SS
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Table Ill. Net Thermal Balance (TBD 016)
\

●

Heat Flow (W)

Mode Safe I Survival I Operational I Calibration I Standby

Heat Source

Eiectricai equipment power dissipation
(See Figures 5a-5e)

Eiectrlcal heater power
(See Figures 5a+e)

Q.bs (see Tabies Ilb-ild)

Qback (See Tabies iib-iid)

Totai in

Heat Sink (see Tabies iib - iid)

Radiator surface radiation

Reflector surface radiation

Aperture surface radiation

MLi surface radiation

MiSR to spacecraft conduction

Totai Out .

Totai imbaiance I
MQtQw

TBD To be determined
MLI Multi-layer insulation
w Watts



(w

(TBD017)
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Ec!Ip60 NlghVDay
Exit Tonnlnator

I‘1

—. .

d

Figure 5a. Power Dissipation Profile - Safe Mode
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(TBD018)

I I I I I I I I I 8 I I I I I I 1 I I I 9 (
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+ ;8 &I;jo 1~0 lj8 162~ (minutes)
# I
B 0s an01 ,@
o In B]II aa
@ 18 mlII II
I )6 # 0. 18 II16 ml 81

Night/Day Day/Night Ecllpse Ec@)s Night/Day Day/Night Ecllpse Ec!lpaa NlghtiDay
Terminator Terminator Entry Exit Terminator Terminator Entry Exit Terminator

MM.t2S

4. Peakpower in Safe Modedue to T&C CommandRelay(5.6W at 0.001 duty cycle). Magnitude and phasing
shown are not to scale.

5. Electrical heater power dissipation is N/A.

Figure 5b. Power Dissipation Profiie - Survivai Mode
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(WJ7* electrical equipment power dissipation
.

‘t———

.—. —.

I I I I

.. —-— .—

I I I I t

—.—. —.

I I I r

w)
-—- —-—--95.0

(PeakAllocation)

Night/Day Day/Night Ecllpse Ecllpse Night/Day Day/Night Eclipse
Terminator Tormlnator Entry Exit Termlnetor Terminator Ent~

80

142~ (minutes)
81808111al

Ecllp8e NlghVDay
Exit Terminator

J!h2w:
6. Electrical heater power dissipation is (TBD019) for local, global, & stereoscopic modes

Figure 5c. Power Dissipation Profile - Local, Global, & Stereoscopic Modes
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96.5

electrical equipment power dissipation

.—. — .— .—. — .

!:’ I I ‘: ski
I I I I

2;
I I I I

:1

O&

(P;ak Allocation)

IO (minutes) I
‘1

I ,@# a ml #In t mb
@ 01 @# II 01

B ml I* al ##

Night/Day Day/Night Ecllp8e Ecllpse Night/Day Day/Night Ecllpse Eci@o Night/Day
Temnlnator Tormlnator Entry Exit Tetmlnator Terminator Entry Exit Terminator

r!k?w
7.

8.

Calibration twice per day for first two weeks, once per day for next two weeks, once per month thereafter

Electrical heater power dissipation is (TBD020) for calibration mode.

Figure 5d. Power Dissipation Profiie - Calibration Mode
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9. Electrical heater power is (TBD021) for standby mode.

Figure 5e. Power Disslpatlon Profile - Standby Mode
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Figure 5f. Power Disslpatlon Profile - Operational Orbit Profile
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Table IV. Thermal Math Model

Revision

Preliminary

Date 5-18-92

Trasys88 filename MISRV1-T

SINDA85 filename MISRV1-S

Trasys88 Node # 58000-58049

SINDA85 Node # 58000-58099

Size Code Idenl No.

A 49671 20008833

ISD-EW2051 a
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PART 3 THERMAL CONTROL

Thermal Control Features

1. Heaters, coolers, control sensors, and temperature telemetry sensors are described in
Table V.

2. Heater and sensor locations are shown in Figure 6.

3. Temperature limits are given in Table V1.

w

.

Size Code Ident No.

A 49671 20008833
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Table V. Temperature Control (TBD 022)

ID

Function

~pe

Configuration’

Location

Device

Control Sensor

Telemetry Sensor

Temperature Telemetry
Sensor Acronym

Heat Sink

Control Method

Power Source

Dissipation (W)

Peak

Average

Set Points (C)

On

off

WA I

N!21es
●

c

ID

TBD

w

Coolers only

Centigrade

Identifier

To be determined

Watt

Size Code Menl No.

A 49671 20008833
I

I I Istleet 34
I 1 1
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(TBD 023)

I‘1

Figure 6. Heater and Sensor Locations



Launch

Safe

Suwival (see Note 9)

Standby

Tuman

Local, Global, and
Stereoscopic

Calibration

NQ$!?s
● *

Table VI, Temperature Limits (TBD 024)”

Average (C)

Telemetry Acronym

MIS-Tx- ---- ---- --

Minimum (C)

40

-30

10

I

Vlaximum(C)

65

50

40

Telemetry Acronym

MIS-Tx ___________

Minimum (C)

Where the majority of the table information is blank, the entire table has been

Maximum (C)

table title. Table information wili be filled in as it becomes available.

10.Telemetfy identified by ● is invalid when instrument power is off.

11. Survival limits represent temperatures beyond which the instrument cannot recover and
meet performance requirements.

as TBD in the

I
‘1
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Table V1l. Reference Documents

Document Number Date Document Title Source

\
Size

A
codeIdenl No

49671 20008833

ASD-EW 2051 3-S9
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PURPOSE I
The Electrical interface Control Drawing (EICD) Tables, 20008835, when executed, in conjunction with
the EICD Schematic, 20008834, represents an agreement of the detailed implementation of the electrical
interface between the Earth Observing System (EOS) AM Spacecraft and the Mulitangle Imaging
Spectroradiometer (MISR). These two drawings, together with the Mechanical interface Control Drawing
(MICD) Drawing, 20008831, MICD Tables, 20008832, Thermal Interface Control Drawing (TICD),
20008833, Integration and T=t Interface Control Drawing (l&T ICD), 20008836, and Command and
Telemetry Intetiace Control Drawing (C&T ICD), 20008837, describe the details of the interfaces between
the EOS-AM Spacecraft and MISR. Theto~level instrument Intetiace Control Drawing (lCD), 20008830,
provides the instrument ICD tree and revision status for all subtier instrument ICDS.

SCOPE
I

The EICD Tables contain information necessary to fabricate and test the instrument harnesses. It provides
definition of interface circuits, timing diagrams, BDU resource utilization, power profiles and transients,
and electromagnetic sources and sensitivities. The EICD Schematic contains the instrument system
schematic and grounding diagram.

Approval Signatures I
IN ADDITION TO ECN AND CCB APPROVALS

ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVAL AND THE FULL AGREEMENT
OF THE PARTIES LISTED BELOW. I

REV Spacecraft Date Instrument Date
Program Office Program Office

signature on file signature on file
M. Kavka 8-19-93 T. Reilly 7-28-93

1 I n I

I I I

Principal Date
Investigator

signature on file
D. Diner 7-28-93

1

I

Size

I

Code Merit No.

A 49671 20008835
1 i

I I ISheel 2 I
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Table of Contents

Title

PURPOSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SCOPE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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1 HARNESSES
=—

1.1 Harness Definition

1.

2.

3.

The block diagram of the harnesses utilized by MiSR are shown in Figures 1-4. (All
harnesses are supplied by the Spacecraft integrator.)

The harness lengths are given in Table i. The harness length given is the total length
of the harness from the instrument to the spacecraft component providing or receiving
the signal. Also included in T~le i is the total number of connector pairs present in a
harness including the connector mating half on the instrument and on the Spacecraft
component. Each harness is reference by the Harness Segment iD between the
instrument and the interface Connector Panel (iCP) shown in Figure 1.

The list of connectors mating to MISR used by the Spacecraft integrator to fabricate the
MISR harnesses is shown h Tale il. - -

a. Spacecraft harness connector numbers are assigned to denote the subsystem and
component. Non-flight connector numbers are preceded by an X. (TBR 1)

b. The interconnections are shown in Tables iila-illn. The following legend is used for
wire type:

Coax Coaxial transmission line

Sc Single conductor, unshielded

SCS Single conductor, shielded

Tn Twisted bundle of n wires, unshielded

TnS Twisted bundle of n wires, shielded

Twinax Twinaxial transmission line

Triax Triaxial transmission line

c. All harnesses which are required by PN20005869, EOS-AM Spacecraft EMC
Control Plan, to have an overall outer shield have either a copper tape over-wrap
or a braid shield.

The copper tape is actually copper-plated mylar which is one inch wide. The tape
is then folded over 1/8 inch, making it 7/8 inch wide. The tape is 0.0017 inches thick
(0.0007 inch copper on 0.001 inch mylar). The wrap is lapped half its width.

Cables using a braid shield use braids similar to MIL-G27500.

1.2 interface Circuits

The interface circuits are shown in Figures 5 through 11.

1.3 Timing Diagrams

The timing diagrams are shown in Figures 12 through 17.

Slza

A
codeIdeniNo.
49671 20008835
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RELAY DRIVE OOMMAND INTERFACE
ptameasSegment ID]”

MLSJ3
(MIIJ3) I

~ameas Segment ID]
PASSIVE BHEVEL TELEMETRY INTERFACE ME?J4

MXJX
Wameaa SegmentID] MISP4 (MIIJ4)

===:~:~.,s,I
PASSIVE ANALOG TELEMETRY INTERFACE

MISJ7
p+ameas Segment ID) (MIIJ7)

TM&F BUS A MISJ8

~ame.ss Segment ID] Wamesa Segment ID]
(MIIJ8)

MXJX MISP8
Ml&El

@+amess Segment ID] (MIIJ3)

@+amass Segment ID]
HRDL B HI MISJ12

@+ames8 Segment ID] (MIIJ12)
MXJX MISP12

@-lamaasSegment ID]
MISJ13

(MIIJ13)

r!M!2s
ICP

ICP - Interface Conrwtor Panel

1. ICP Connector numbers are (TBD 1).

2. Harness Segment ID numbers are (TBD 2).

Figure 1. Harness Block Diagram -MISR/Spacecraft Interface
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Bg

8
0
0

i%
Cn

PDU

E

l--m [; 120 VDC POWER FEED A

MISR

t+x [1 lZOVDC POWER FEED B

Equipment ICP
Module
Interface

NQtes
ICP - Interface Connector Panel

PDU - Power Distribution Unit
1. The total number of harness segments and conneotor pairs is (TBD3)

Figure 2. Harness Block Diagram -MISR/Power
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BDU

CTIU

I

I

Equipment ICP
Module
Interface

J!!Ql!X:
ICP - Interface Connector Panel

BDU - Bus Data Unit

CTIU - Command and Telemetry Interface Unit

1 RELAY DRIVE OOMMAND INTERFACE

PASSIVE BI-LEVEL TELEMETRY INTERFACE

1 PASSIVE ANALOG TELEMETRY INTERFACE

1 C&T BUS A

C&T BUS B

[

1

1. The total lumber of harness segments and connector pairs is (TBD3)

Figure 3. Harness Block Diagram - MISR/Command and Telemetry Interface



SFE MISR
HRDL B HI

Equipment ICP
Module
Interface

J!ki!w
ICP - Interface Connector Panel

SFE - Science Formatting Equipment

1. The total number of harness segments and connector pairs is (TBD3)

Figure 4. Harness Block Diagram - MISR/Science Interface
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Table L Harness Length

Description Instrument Harness Total #of
Segment ID Segments

(TBD 2) (TBD 3)

m m

120 V Power Feed A I I

120 V Power Feed B

Relay Drive
Command Interface

Passive B*Level
Telemetry Interface

Passive Analog
Telemetry Interface

C&T BUSA

C&T BuS B

TM&F BuS A

TM&F BuS B
R m

HRDL A HI I I
HRDL A LO I Iu m

HRDL B HI I I
HRDL B LO I I

‘Total # of
Connector

Pairs
(TBD 3) zTotal Figurt

Length #
(meters)
(TBD 3)

2

12

I 3

*

3

3

3

size
A

CodeWentNo.
49671 20008835

I
I Istmet 13

AS&EW 2051 3-S9
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Table IL Connector List

Component Connector Harness Connector MICD Drawing Function
Location

3eslgnation Type Designation Type Sheet Zone

MISJI MS27497E12F98P MISP1 MS27484T12F98S 18 5D 120V Power - Feed A

MISJ2 MS27497E12F98PA MISP2 MS27484TI 2F98SA 18 5D 120VPower-Feed B

MISJ6 RAYCHEM MISP6 RAYCHEM 18 5D Commandand Telemetry
DK-621-0412P DK-621-0411S Bus- Side A

MISJ7 RAYCHEM MISP7 RAYCHEM 18 5D Commandand Telemetry
DK-621-0412P DK+21-0411 S Bus- Side B

MISJ8 TROMPETER MISP8 TROMPETER 18 5D Time Mark and Frequency
BJ3159AC-221 BJ3155AC-221 Bus- Side A
(TBR 002) ~BR 002)

MISJ9 TROMPETER MISP9 TROMPETER 18 5D Time Mark and Frequency
BJ3159AC-221 BJ3155AC-221 Bus - Side B
(TBR 002) ~BR 002)

I‘1
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Table Il. Connector List (cent’d)

N
o
0
0

i!
cm

Component Connector Harness Connector MICD Drawing Function
Location

Designation Type Designation Type

OR

MISJ1O Gore R42 MISP1O Gore S01 18 5D High Rate Data Link- Side
A-Hi

MISJ1l Gore R42 MISP1l Gore S01 18 5D High Rate Data Link - Side
A-Lo

MISJ12 Gore R42 MISP12 Gore S01 18 5D High Rate Data Link - Side
B-Hi

MISJ13 Gore R42 MISP13 Gore S01 18 5D High Rate Data Link - Side
B-Lo

MISJ3 MS27497E14F35S MISP3 MS27484T14F35P 18 5D MISR Relay Drive
(ST 11949-1 0-35S) Commands

MISJ4 MS27497E14F35SA MISP4 MS27484TI 4F35PA 18 5D MISR Passive Bi-Level
(ST 11949-10-35S) Telemetry

1
MISJ5 MS27497E14F35SB MISP5 MS27484T14F35PB 18 5D MISR Passive Analog 1’

(ST 11949-10-35S) Telemetry
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Table Ma. MISP1: Power-Feed A Interconnections

I l===

c Spare

D Spare

Pin

I
Function

I
Destination wire Wire mist Shield Color Interface Timing Notes

Size ~pe Group Group Circuit Diagram

Pin (TBD 4) (Wwreg) (FkwreW

A 20 T5S 001 001 5 NIA

E 20 T5S 001 001 5 NIA

F 20 T5S 001 001 5 N/A

G 20 T5S 001 001 5 N/A

H 20 T5S 001 001 5 NIA

i

E
I
MISR +120 V Power

I
MXJX

Fead Return A-2

F MISR +120 V Power MXJX
Feed Return A-1

■ ■

G I MISR Fault Gnd A I MXJX

H
I

MISR +120 V Power
I

MXJX
Feed A-1

J I Spare I
K I Spare I

N.!2tw
N/A Not applicable

1. interface cabie outer shield bonded to sheii of the harness connector.

. --
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Table Illb. MISP2: Power-Feed B Interconnections

iij

:

—

Df

Pin Function Destination Wire Wire lwst Shield Color Interface Timing Notes
Size Type GrouP Group Circuit Diagram

Connector Pin (TBD 4) (Figure #) (Figure #)

A MISR +120 V Power MXJX A 20 T5S 001 001 5 NIA
Feed B-2

B Spare

c Spare

D Spare

E MISR +120 V Power MXJX E 20 T5S 001 001 5 NIA
Feed Return B-2

F MISR +120 V Power MXJX F 20 T5S 001 001 5 N/A
Feed Return B-1

G MISR Fault Gnd B MXJX G 20 T5S 001 001 5 NIA

H MISR +120 V Power MXJX H 20 T5S 001 001 5 NIA
Feed B-1

J Spare

K Spare
~1

r!mesi I

N/A Not applicable

1. Interface cable outer shield bonded to shell of the harness connector.
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Table Inc.

—

MISP6: C&T Bus A Interconnections

Contact Function Destination Wire wire Twist Shield Color Interface Timing Notes
Size Type Group Group Circuit Diagram

Connector Pin (TBD 4) (Figure #) (Figure #)

Center MISR C&T MXJX Center 24 Twin WA N/A
BusA Hi

6 12 1
ax

Intermediate MISR C&T MXJX Intermediate 24 Twin NIA N/A 6 12 1
BUSA LO ax

Outer shield MISR C&T MXJX Outer Shield N/A Twin N/A NIA 6 12 1
BuS A Shld ax

NQtw
1. MXJXis a singletriaxialcontactconnector.

r



Table Illd. MISP~ C&T Bus B Interconnections

Contact Function Destination wire Wire Twist Shield Color Interface Timing Notes
Size ~pe Group Group Circuit Diagram

Connector Pin ~BD 4) (Figure #) (Figure #)

Center MISR C&T MXJX Center 24 Twin NIA N/A 6 12
Bus B Hi

1
ax

Intermediate MISR C&T MXJX Intermediate 24 Twin N//l N/A 6 12 1
Bus B LO ax

Outer shield MISR C&T MXJX Outer Shield WA Twin N/A N/A 6 12 1
BuS B Shld ax

MQ!k?si
1. MXJX is a single triaxial contact connector.

(1
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Table Ille. MISP8: TM&F Bus - Side A Interconnections

Contact
I

Function Destination

Connector 1 Pin

Center

Intermediate

Outer shield

MISR
TM&F BUS
A Lo

MISR
TM&F BUS

A Shld

MXJX

MXJX

MXJX

Center

Intermediate

Outer Shield

Wire Wire mist Shield Color
Size ~pe Group Group

~BD 4)

24 Twin NIA N/A
ax

24 Twin N/A N/A
ax

WA Twin WA N/A
ax

Interface
Circuit

(Figure #)

-

7

7

Timing
Diagram

(Figure #)

13

13

13

Notes

Y-

1

1

!lQtesi
1. MXJX is a single triaxial contact connector.
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Table Illf. MISP9: TM&F Bus - Side B Interconnections

Contact

Center

Intermediate

Outershield

Function
I

Destination

e
MiSR
TM&F BUS

B Lo

MiSR
TM&F BuS

B Shid

MXJX

MXJX

Pin

Center

intermediate

Outer Shieid

IQte!sl

1. MXJX is a single triaxial contact connector.

24

N/A

T
Wire Twist
~pe Group

TTwin WA
ax

+

Twin N//l
ax

Twin N/A
ax

I

Shieid Coior interface Timing Notas
Group Circuit Diagram

(TBD 4) (Figure #) (Figure #)

NIA 7 13 1

NIA 7 13 1

N/A 7 13 1

(1
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Contact

Center

Outer shield

r!mm

Table Illg. MISP1O: High Rate Data Link-Side A - HI Interconnections

Function Destination wire Wire Twist Shield Color Interface Tlmlng
Size ~pe Group Group Circuit Diagram

Connector Pin (TED 4) (Figure #) (Figure #)

MISR MXJX Center 16 NIA N/A 8
HRDL A Hi

14
c7&(

MISR MXJX Outer Shield N/A N/A NIA 8 14
HRDL A HI 2:
Shld

1. MXJxisa single coaxial contact connector.

Table Illh. MISP1l: High Rate Data Link-Side A - Lo Interconnections

3
Notee

1

1

Contact

Center

Outer shield

Function Destlnatlon Wlm wire mist Shield Color Interface Timing Notas
Size Type Group Group Circuit Diagram

, !
Connector Pln (TBD 4) (Figure #) (Figure #)

MISR MXJX Center 16 NIA N/A 8 14 1
HRDLALo :M 1
MISR MXJX Outer Shield N/A G2 WA NIA 8 14 1
HRDL A Lo Coax

I!htesi
1. MXJX is a single coaxial contact connector.
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Table 1111.MISP12: High Rate Data Link - Side B -Hi Interconnections

1#

N
o
0
0
03
a)
u
m

Contact Function Destination wire Wire Twist Shield Color Interface Timing Notes
Size ~pe Group Group circuit Diagmm

Connector Pin (TBD 4) (Figure #) (Figure #)

Center MISR MXJX Center 16 G2 NIA N/A 8
HRDL B Hi

14 1
Coax

Outer shield MISR MXJX Outer Shield N/A G2 N/A N/A 8 14
HRDL B Hi

1
Coax

Shld

NQt!3x

1. MXJX is a single coaxial contact connector.

Tabie iiij. MiSPl 3: High Rate Data Link-Side B -Lo interconnections

Contact
I

Function
I

Destination

Connector Pln

Center MISR MXJX Center
HRDL B Lo

Outer shield MISR MXJX Outer Shield
HRDL B LO
Shld

NQ$!si
1. MXJXis a singlecoaxialcontactconnector.

wire Wire Twist Shield Color Interface Tlmlng Notes
Size Vpe Group Group circuit Diagram

(TBD 4) (Figure #) (Figure #)

16 NIA N/A 8 14 1
%

N/A G2 WA NIA 8 14 ‘1 1
coax



-

—

Table Ink. MISP3: Relay Drive Commands - Interconnections

n==n m

1 I PREREG A SEL I MXJX

2 I PREREG A SEL I MXJX
I RTN I

3 I Spare I MXJX
n

4 I PREREG A ON I MXJX

5 PREREG A ON MXJX
RTN

I I

6 I Spare MXJX

7 I Spare I MXJX
m

8 ] PREREGSEL B I MXJX

9 PREREG B SEL MXJX
RTN

I

10 I Spare I MXJX
● m

11 I PREREG B ON I MXJX

12 PREREG B ON MXJX
RTN

B 1

13 I Spare I MXJX
I ●

14 lSpare I MXJX
m

15 lpREREGSOFF I MXJX

16 PREREGS OFF MXJX
RTN

Pin

I

Function

I

Destination wire Wire WIst Shield Color Interface Timing
Size ~pe Group Group Clrcult Diagram

Pin (TBD 4) (Figure #) (Figure #)

24 T2 001 001 9 15

24 T2 001 001 9 15

24 T2 002 001 9 15

24 T2 002 001 9 15

24 T2 003 . 001 9 15

24 T2 003 001 9 15

24 T2 004 001 9 15

24 T2 004 001 9 15

24 T2 005 001 9 15

24 T2 005 001 9 15
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Table Ink. MISP3: Relay Drive Commands - Interconnections (cent’d.)

Pin Function Destination Wire Wire mist Shield Color Interface Timing Notes
Size ~pe Group Group Circuit Diagram

Connector Pin (TBD 4) (Figure #) (Figure #)

17 Spare MXJX

18 Spare MXJX

19 Spare MXJX

20 Spare MXJX

21 Spare MXJX

22 Spare MXJX

23 Spare MXJX

24 Spare MXJX

25 Spare MXJX

26 SUR HTR A ON MXJX 24 T2 006 001 9 15

27 SUR HTR A ON hlXJx 24 T2 006 001 9 15
RTN

28 Spare MXJX A
29 Spare MXJX

30 SUR HTR B ON MXJX 24 T2 007 001 9 15

31 SUR HTR B ON MXJX 24 T2 007 001 9 15
RTN

32 Spare MXJX



Table Ink. MISP3: Relay Drive Commands - Interconnections (cent’d.)

Pin Function Destination Wire Wire Twist Shieid Coior interface Timing Notes
Size Type Group Group Circuit Diagram

Connector Pin (TBD 4) (Figure #) (Figure #)

33 Spare MXJX

34 SUR HTR OFF MXJX 24 T2 008 001 9 15

35 SUR HTR OFF RTN MXJX 24 T2 008 001 9 15

36 Spare

37 Spare .

I!J.Qkw

1. All twisted pair signals will be enclosed in an overall shield.

2. Interface cable oute~shield bonded to shell of the harness connector.

I
‘1
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Table Illm. MISP4: Passive Bi-Level Telemetry - Interconnections

TiiF
Size

Wire Twist Shield Color
lype Group Group

(TBD 4)

T2 001 002

T2 001 002

T2 002 002

T2 002 002

T2 003 002

T2 003 002

T2 004 002

T2 004 002

FiErPin
I

Function
I

Destination

I t Connector I Pin
m ■ ■

1 I COVER OPEN-HI I MXJX 1 1
n a m

2 lCOVEROPEN-LO I MXJX
m

10 I 1624 1

3 lSpare I MXJX I
m a ■

4 I Spare MXJX I

5 COVER MXJX
CLOSED-HI

24

24

1

6 COVER MXJX
CLOSED-LO

10 I 16 1

n m
8 I Spare I MXJX I

10 I 169 FWDCALPANDEP-
HI

FWDCALPANDEP-
LO

MXJX 24 1

MXJX 24 10
I

16
/q ‘10

m

111

T

Spare MXJX I
MXJXSpare

FWDCALPANSTO-
HI

1
MXJX 24

+-i-+

113

FWDCALPANSTO-
LO

MXJX 24 1

m

ISpare MXJX



Pin Function Destination wire Wire Twist Shield Color Interface Timing Notes
Size ~pe Group Group circuit Diagram

Connector
I

Pin (TBD 4) (Figure #) (Figure #)

16 Spare MXJX

17 AFTCALPANDEP- MXJX 24 T2 005 002 10 16 1
HI

18 Spare MXJX

19 AFTCALPANDEP- MXJX 24 T2 005 002 10 16 1
LO

20 Spare MXJX

21 Spare MXJX

22 Spare MXJX

23 Spare MXJX

24 Spare MXJX

25 Spare MXJX

26 Spare MXJX

27 Spare MXJX

28 Spare MXJX I’1

29 Spare MXJX 1

30 Spare MXJX

31 AFTCALPANSTO- MXJX 24 T2 006 002 10 16 1
HI

32 A~CALPANSTO- MXJX 24 T2 006 002 10 16 1
LO

Table Illm. MISP4: Passive B1-Level Telemetry - InterconnectIons (cent’d)
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Table Illm. MISP4: Passive B1-Level Tele

Function
I

Destination

I

Wire wire
Size ~pe

Connector Pin
m

Spare MXJX

Spare MXJX

GONIOSTO-HI MXJX 24 T2
n m m ■

GONIOSTO-LO MXJX I I 24 I T2

Spare I MXJX I I I

netry -

mir
Group

007

007

Iterconnectfons (cent’d)

Shield Color
I

Interface
Group circuit

I (TBD 4) (Figure #)

I I
I I

002 10

002 10

1.

2.

All twisted pair signals will be enclosed in an overall shield.

Interface cable outer shield bonded to shell of the harness connector.

Timing Notes
Diagram

(Figure #)

16 1

16 1
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Table Inn. MISP5: Passive Analog Telemetry - InterconnectIons

Pin Function Destination Wire Wire Twist Shield Color Interface Timing Notes
Size Type Group Group Circuit Diagram

Connector Pin (TBD 4) (Figure #) (Figure #)

1 +Z Radiator Temp MXJX 24 T2 008 003 11 17 1

2 +Z Radiator Temp MXJX 24 T2 008 003 11 17 1
RTN

3 Spare MXJX

4 -Y Radiator Temp MXJX 24 T2 009 003 11 17 1

5 -Y Radiator Temp MXJX 24 T2 009 003 11 17 1
RTN

6 Spare MXJX

7 Optical Bench Temp MXJX 24 T2 010 003 11 17 1
#1 (-x)

8 optical Bench MXJX 24 T2 010 003 11 17 1
Temp#l (-X) RTN

9 Spare MXJX

10 Optioal Bench Temp MXJX 24
#2 (+x)

T2 011 003 11 17 1

11 Optical Bench Temp MXJX 24 T2 011 003
#2 (+X) RTN

11 17

r’
12 Spare MXJX
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Table Inn. MISP5: Passive Analog Telemetry - Interconnections (cent’d)

Pin Function Destination Wire Wire lbvist Shield Color Interface Timing Notes
Size Type Group Group Clrcult Diagram

Connector
I

Pin (TBD 4) (Figure #) (Figure #)

13 optical Bench MXJX 24 T2 012 003 11 17 1
Temp#3 (Centered)

14 Optical Bench MXJX 24 T2 012 003 11 17 1
~T\M/3 (Centered)

15 Spare MXJX

16 D Aft Camera PS MXJX 24 T2 013 003 11 17 1
Temp

17 D Aft Camera PS MXJX 24 T2 013 003 11 17 1
Temp RTN

18 Spare MXJX

19 Computer A Temp MXJX 24 T2 014 003 11 17 1

20 ~T~puter A Temp MXJX 24 T2 014 003 11 17 1

21 Spare MXJX

22 Spare MXJX 11

23 Spare MXJX

24 Spare MXJX
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Table Inn. MISP5: Passive Analog Telemetry - InterconnectIons (cent’d)

Pin Function Destination Wlra Wire Twist Shield Color Interface Timing Notes
Size ~pe Group Group Clrcult Diagram

Connector
I

Pin (TBD 4) (Figure #) (Figure #)

25 Spare MXJX

26 Spare MXJX

27 Spare MXJX

28 Spare MXJX

29 Spare MXJX

30 Spare MXJX

31 Spare MXJX

32 Spare MXJX

33 Spare MXJX

34 Spare MXJX

35 Spare MXJX

36 Spare MXJX

37 SDare MXJX

I?!Mw
1.

2.

All twisted pair signals will be enclosed in an overall shield.

Interface cable outer shield bonded to shell of the harness connector.
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Figure 5. Power Interface ClrcuIt
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Figure 12. Command and Telemetry Bus Tlmlng Diagram
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Figure 14. Science Data Timing Diagram
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Figure 15. BDU Relay Drive Command Timing Diagram(s)
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Figure 16. BDU Passive B1-Level Telemetry Timing Diagram(s)
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Figure 17. BDU Passive Analog Telemetry Timing Diagram(s)
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1.

2.

3.

POWER
=—

The instrument power consumption profile (by mode) is shown in Figures 18 through
23.

Turn-on, turn+ff, and significant mode switching transients are shown in Figures 24
through 26.

Each power feed side is fused as shown in Figure 5. Test points for fuse verification are
located on pin #(TBD 7), connector #(TBD 7) of the power distribution box.

Size code IdelltNo.

A 49671 20008835

ASD-EW 2051 3-S9
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Figure 19. Power Consumption Profiie - Survivai Mode
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Figure 21. Power Consumption Profile - Calibration Mode
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Figure 22. Power Consumption Profile - Dark Mode
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Figure 24. TUm-On Transient
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Figure 25. Turn-Off Transient
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Figure 26. Mode Switch Transient
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1.

2.

3.

4.

5.

6.

7.

ELECTROMAGNETIC COMPATIBILITY
=—

The instrument conducted and radiated emissions sources are shown in T*le IV.

The instrument conducted and radiated susceptibilities are shown in Table V.

The instrument magnetic properties are shown in Table V1.

The instrument magnetic susceptibilities are shown in Table VII.

The results of the instrument conducted and radiated emissions tests are shown in
Figures 27 through 29.

The results of the instrument conducted and radiated susceptibility tests are shown in
Figures 31 through 35.

The results of the instrument magnetic properties tests are shown in Figure 36.

Size

,A
Codeldentr’h.

49671 20008835

ASD-EW2051 3-89
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Table IV. Emissions (TBD 11)

Source I Location Frequency (Hz) I Emission Range

Table V. SusceptibilRy ~BD 11)

Item Location Frequency (Hz) Susceptibility
Range

Table VI. Magnetic Properties (TBD 11)

Magnetic Fields Dipole Moment

Intensity (pT) I
Direction (Am~

Table V1l. Magnetic Susceptibility (TBD 11)

Item I Susceptibility

-
A Ampere
Hz Hertz
m Meter

I I sheet 57

ASD-EW 2051 349

size Codetint No.

A 49671 I 20008835
m
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Figure 27. Conducted Emlsslons Test Data - Power Leads (CEO1)



-1

(TBD 12)

Figure 28. Conducted Emissions Test Data - Power Leads (CE03)
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Figure 29. Radiated Emlsslons Test Data - Electric Field (RE02)
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Figure 30. Radiated Emlsslons Test Data - Magnetic Field (RE04)
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Figure 31. Conducted Susceptibility Test Data - Power Leads (CSO1)
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Figure 32. Conducted Susceptlbllity Test Data - Power Leads (CS02)
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Figure 33. Conducted Susceptibility Test Data - Power Leads (CS06)
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Figure 34. Radiated Susceptibility Test Data - Magnetic Fieid (RSO1)



IQ
o
0
0

8
Cn

(TBD 12)

I‘1

Figure 36. Magnetic Properties Test Data
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1.1

The

=—

INTRODUCTION

Purpose

Command and Telemetry Interface Control Drawing (C&T ICD), 20008837, when
executed, represents an agre6ment of the detailed imple-mentation of the command and
telemetry interfaces of the Multi-angle Imaging Spectroradiometer (MISR) with the Earth
Observing System (EOS) AM Spacecraft. This drawing, together with the Mechanical
Interface Control Drawing (MICD) Drawing, 20008831, MICD Tables, 20008832, Thermal
Interface Control Drawing (TICD), 20008833, Electrical Interface Control Drawing (EICD)
Schematic, 20008834, EICD Tables, 20008835, and Integration and Test Interface Control
Drawing (l&T ICD), 20008836, describe the details of the interfaces between the EOS-AM
Spacecraft and MISR. The top-level instrument Interlace Control Drawing (lCD),
20008830, provides the instrument ICD tree and revision status for all sub-tier instrument
ICDS.

The C&T ICD describes the operating characteristics of the MISR. Its purpose is to provide
to the integration and test (l&T) personnel an understanding of how the MISR is operated
and how its operation and performance are monitored.

1.2 Scope

This C&T ICD is limited to the description of operation of the MISR necessary to execute
the l&T and launch activities of the EOS-AM program and, as such, concentrates on
commands and telemetry via the Bus Data Unit (BDU) and Command and Telemetry (C&T)
bus, descriptions of modes to be tested, and instrument operating constraints during test.
Science and engineering data descriptions are limited to that of format and content since
they are processed during test by the Instrument Ground Support Equipment (IGSE). The
material contained herein is not intended to define on-orbit operational requirements.

1.3 Organization

Section 1 provides a brief description of the document’s purpose followed by a statement
of its scope and concluding with a description of its organization.

Section 2 provides a list of the documents referenced in the text and the source of each
such document.

Section 3 provides a description of the instrument, focusing on its operation but also
describing its features.

Section 4 contains detailed descriptions of all instrument modes, including operating, test,
calibration, and contingency modes.

Section 5 provides a description of each command, including its purpose, its effects, how
it can be verified, prerequisite telemet~ state, and other associated commands.
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Section 6 describes all telemetry associated with the instru=mnt, including health and
safety telemetry sampled via the Bus Data Unit (BDU) and housekeeping telemetry
sampled via the C&T bus. The content of the engineering data embedded in the science
data stream is provided, but the telemetry is not described. .

Section 7 describes the use of microprocessors.

Section NO TAG describes the data format.

Section 9 describes all constraints associated with operating and testing the instrument.

.
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2 REFERENCE DOCUMENTS

The following documents provide additional information relative to the functioning of the
MISR command and data handling subsystem. The information contained in these

documents is deemed to be supplemental in nature and hence is not included herein.

Reference documents will be provided as required.
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3 INSTRUMENT DESCRIPTION

3.1 General Description

MISR is a passive imaging spectroradiometer which uses nine separate charge coupled
device (CCD)-based pushbroom cameras to observe the Earth at nine discrete view

angles: One at nadir, plus four other symmetrical for-aft views up to *70.5 °fotward and

aftward of nadir. Images at each angle will be obtained in four spectral bands centered at
0.433, 0.555, 0.67, and 0.865 pm. Each of the 36 instrument data channels (i.e., four
spectral bands for each of the nine cameras) is individually commendable to provide
ground sampling of 240 m, 480 m, 960 m, or 1.92 km. The swath width of the MISR imaging
data is 356 km, providing multi-angle coverage of the entire Earth in 9 days at the equator
and 2 days at the poles. After on-orbit activation, it is anticipated to operate the MISR
continuously, taking science data on the day side and transitioning to a dark mode (no
science data) on the dark side, unless dictated otherwise by unfavorable circumstances.

The MISR has two separate on-board calibration panels: one for the fonvard and nadir
looking cameras; one for the aftward and nadir looking cameras. In addition to the camera
calibration data the MISR has a goniometer which measures the variance of light over the
calibration panels.

3.2 Functional Description

(TBD 1)

The MISR functional block diagram is shown in Figure 1.
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4 MODES

The MISR modes define subsystem configurations to perform particular mission functions,
which have particular power load and cfata rate characteristics. The data rate is either the
day rate (6.5 Mbps avg.) or the night rate (O Mbps). The data rate varies on the day side
based on the number of cameras in Global Mode or Local Mode. Operational modes do
not stipulate whether side A or side B is used in the case of redundant subsystems. The
MISR modes are listed below and described in the following sections.

IWfW Mode Name

o Launch (OFF)
1 Survival
2 Safe
3 Standby
4 Science (day)

. Global
● Local
. Calibration
. Dark

. Test

The MISR state diagram is shown in Figure 2.

4.1 Launch Mode

Launch Mode (Mode #O) is the mode to which the MISR is configured for launch. In Launch
Mode the Optics Cover is closed and latched, all subsystems and power supplies are OFF.

Launch Mode is entered from (TBD 2) mode via the (Tf3D2) command. This command
sets the (TBD 2) macro command to close and latch the doors, enable survival heaters,
and turn all subsystems Off. BDU command PREREGS_OFF is required to turn the power
supplies off.

Launch Mode is defined by (TED 3) telemetry.

4.2 Survival Mode

Survival Mode (Mode #1) is the mode to which the MISR is configured for survival in the
event that spacecraft power consumption must be reduced to minimum. In Survival Mode
the power supplies are Off and suwival heaters are enabled.

Survival Mode is entered from any mode via (TBD 4) command. This command sets the
(TBD 4) macro command to close the cover, stow all mechanisms, and turn all subsystems
OFF. BDU command PREREGS_OFF is required to turn the power supplies off.

Survival Mode is defined by (TBD 5) telemet~.
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4.3 Safe Mode
=—

Safe Mode (Mode #2) is the mode to which the MISR is configured when the instrument
can no longer be guaranteed a stable and safe attitude. In Safe Mode the power supplies
are (TBD 6) and all subsystems are (TBD 6).

Safe Mode is entered from any mode via (TBD 7) command. This command sets the
(TBD 7) macro command to configure the instrument to Safe Mode. The (TBD 7) macro
command is also entered autonomouslyfrom any mode in the absence of the SCC OK
indication for 5 major cycles on the Command and Telemetry Bus.

Safe Mode is defined by (TBD 8) telemetry.

4.4 Standby Mode

Standby Mode (Mode #3) is the mode to which the MISR is configured to establish and
maintain instrument thermal stability prior to transition to Science Modes from OFF. MISR
can also transition to Survival or Safe Mode from Standby.

Standby Mode is entered via (TBD 9) command. This command sets the (TBD 9) macro
commandto (TBD 9).

Standby Mode is defined by (TBD 10) telemetry.

4.5 Science Mode

Science Mode (Mode ##4) is the mode to which the MISR is configured for all science,
calibration, and test data collection. All camera bands are ON.

Science Mode is entered from Standby Mode via (TBD 11) command. This command sets
the (TBD 11) macro command to turn on all the bands.

Science Mode is defined by (TBD 12) telemetry.

4.5.1 Global Mode

Global Mode is the mode in which constant averaging is held in each detector array. Global
Mode is the default science mode for science data collection.

Global Mode is defined by (TBD 13) telemetry.

4.5.2 Local Mode

Local Mode is the mode in which each camera views a target at a high resolution as it
passes over that target.

Local Mode is entered from Global Mode via (TBD 14) command. This command sets the
(TBD 14) macro command to configure the MISR to toggle highest resolution through each
camera as a target is squired.

Local Mode is defined by (TBD 15) telemetry.
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4.5.3 Calibration Mode
=—

CalibrationMode is the mode to which the MISR is configured to calibrate the instrument
cameras. Most subsystems are ON in this mode. The cameras are the exception in which
only the four aft plus the nadir, or four forward plus the nadir cameras are ON depending
on which set is being calibrated. The remaining four cameras not being calibrated are OFF.

Calibration Mode is entered from Dark Mode via (TBD 16) command. This command sets
the (TBD 16) macrocommandto (TBD 16).

CalibrationMode is defined by (TBD 17) telemetry.

4.5.4 Dark Mode

Dark Mode is the mode to which the MISR is configured to when the spacecraft is in orbit
eclipse. All subsystems are ON except the cameras which are OFF.

Dark Mode is entered from Global Mode via (TBD 18) command.

Dark Mode is defined by (TBD 19) telemetry.

4.5.5 Test Mode

Test Mode is the mode to which the MISR is configured to when a test of the high rate
science data link is desired. All subsystems are ON. The MISR generates a fixed test
pattern until commanded to cease output and transition to another mode.

Test Mode is entered from Global Mode via (TBD 20) command. This command sets the
(TBD 20) macro command to (TBD 20).

Test Mode is defined by (TBD 21) telemetry.
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5 COMMANDS

The MISR commands are listed in Table I and discussed in the following sections.
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Table L Command List (TBD 22)

ID # Acronym Command ~pe RT SA Format (Note 5) Prereq Reference
(Note 3)

S/s I Description
(Note 4)

Data 1 Data 2 ID # section

1 Gover Gontrol
2 Cover / Goniometer Latch Control
3 Calibration Panel Control
4 Calibration Panel North Latch Control

5 Calibration Panel South Latch Control
6 Camera Control
7 CPU Control

8 Diodes Control

9 Goniometer Control
10 Memory Dump

11 Memory Load

12 Parameter Update

13 Mode Control

14 Preregulator A Seleot SR

15 Preregulator A ON SR

16 Preregulator B Select SR
17 Preregulator B ON SR

18 Preregulators OFF SR

19 Survival Heaters A ON SR r
20 Survival Heaters BON SR

21 Survival Heaters OFF SR

22 Go to Safe Mode

m
RT Remoteterminal
SA Subaddress
SIs Subsystem
1. Noentry indicatesnon-applicableor a “don’tcare”choice.
2. Tablecount is 22 commands.
3. Acronymis16charactershortmnemonic,single command action/noun. ThisWilleventually be supplanted by two separate OASIS action/noun fields.
4. Type L - logic level, SR = S/C relay, and R = relay. All are via 1553 bus except S/C relay.
5. Most significant bit is first bit transmitted and is leftmost bit shown.
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5. I (TBD 23) [Command Function]

The (TBD 23)[command] schematic is shown in Figure 3-1.
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6 TELEMETRY

The MISR telemetry is listed in Table Ill and discussed in the following sections.

Two OASIS 16 character fields are used to define the telemetry acronyms per the
mnemonic conventions defined in the “EOS-AM Database and Test Procedure Practices,
Standards and Conventions.” The first three characters of the external element field
denote the EOS subsystem with the remaining 13 characters resewed. “MIS’ are the three
characters that denote MISR. The second OASIS 16 character field defines the item name
as indicated in Table Il. This item name structure is used in the following telemetry tables.

Table Il. Telemetry Acronym Structure

. 16C haracters: I [ NNNNNNmNNN

● Type(2 characters~_(l character) ,Name(l 3 characters)

. Type (lT)

- 1st T is sample type:

I - Current

V- Voltage

T-Temperature

B- Bi-level Status

P- Power

C- Configuration Information

S- Status Information

D– Memory or Dump Data

- 2nd T is source:

A- Active Analog

D- Pseudo or Derived Data

R- Real or Raw Data

S- Flight Software Generated Data

P- Passive Analog

N’s are limited to alphanumeric characters and the underscore.
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Table Ill. Telemetry List (TBD 25)

Acronym Telemetry Point RT SA
(Note 1)

Type Major Frame Minor Frame
r Tow Reference

Sls Descnptfon (Note 4) Ist Mffd # mfs 1st Blt I # BIts AT Section

Bias Voltage, HLkDl A
Bias Voltage, HQED2 A
Bias Voltage, HQED3 A
Bias Voltage, HQED4 A
Current, NCalP, MDDA1 A
Current, NCalP, MDDA2 A
Current, SCalP, MDDA1 A
Current, SCalP, MDDA2 A
Current, Camera Aa PS A
Current, Camera Af PS A
Current, Camera An PS A
Current, Camera Ba PS A
Current, Camera Bf PS A
Current, Camera Ca PS A

Yw.!&
1stbit 1st bit transmitted, most signifioent bit, leftmost bit
Mf Major frame
mf Minor frame
Mfid Major frame identifier
mfid Minor frame identifier

Remote terminal
E Subaddress
SIs Subsystem
ToMf AT Delta time from major frame start (To)
1. No entry indicates non-applicable or a “don’t care” choice. .

2. Table count is 113 signals.
3. Acronym is 2nd 16-oharacter field of OASIS Description. First 16-character field (not shown) contains External Element, which for MISR is “MIS-.”

Leading 2 characters define functional signal: CD= configuration derived, CR = configuration raw, IR = current raw, TA = temperature active, TP _
temperature passive, and VR = voltage raw per Type/Source oodes. Since T indioates temperature, temperature is not part of Description struoture.
Also see Table Il.

4. Type: A E active analog, B = passive hi-level, D - digital value, P = passive analog, SB = S/C passive hi-level and SP - S/C passive analog.
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0
m
m
cd
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w
Ist bit
Mf
mf
Mfid
mfid
RT
SA
SIs
Twt AT
1.
2.
3.

4.

Table Ill. Telemetry List (cent’d) (TBD 25)

Telemetry Point Type RT SA Major Frame Minor Frame Torw Reference

Descrlptton (Note 4) let Mfld # mfa Ist Blt #B he AT Section

Current, Camera Da W A

Current, Camera Df PS A

Current, DC/DCl A

Current, DC/DC2 A

Current, Goniometer Motor A

Temp. CCD Aa P

Temp, CCD Af P

Temp, CCD An P

Temp, CCD Ba P

Temp, CCD Bf P

Temp, CCD Ca P

Temp, CCD Cf P

Temp, CCD Da P

Temp, CCD Df P .

1st bit transmitted, most significant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame Identifier
Remote terminal
Subaddress
Subsystem
Delta time horn major frame start (TO)
No entry indicates non-applicable or a “don’t care” choice. I

‘1

Table count is 113 signals.
Acronym is 2nd 16-character field of OASIS Description. First 16-character field (not shown) oontains External Element, which for MISR is “MlS_.”
Leading 2 characters define functional signal: CD = configuration derived, CR = configuration raw, IR = current raw, TA = temperature active, TP =
temperature passive, and VR = voltage raw per Type/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table H.
Type A = active analog, B = passive hi-level, D = digital value, P = passive analog, SB - S/C passive b~level and SP = S/C passive analog.

.
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Table Ill. Telemetry List (cent’d) (TBD 25)

Acronym Telemetry Point
(Note 1)

Temp, CSE Chassis Af P

Temp, CSE Chassis An P

Temp, CSE Chassis Ba P

Temp. CSE Chassis Bf P

Temp, CSE Chassis Ca P

Temp, CSE Chassis Cf P

Temp. CSE Chassis Da P

Temp, CSE Chassis Df P

Temp, SpectraIon 1 P .

Temp, SpectraIon 2 P

Temp, Optical Bench, Aft P

Temp, Optical Bench, Fwd P

Temp, Optical Bench, Mid P

YQk?w
1Stbit
Mf
mf
Mfid
mfid
RT
SA
SE
Tmf AT
1.
2.
3.

4.

1at bit transmitted, most significant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame identifier
Remote terminal
Subaddress
Subsystem r

Delta time from major frame start (To)
No entry indicates non-applicable or a “don’t care” choice.
Table count is 113 signals.
Acronym is 2nd 16-character field of OASIS Description. First 16-character field (not shown) contains External Element, which for MISR Is “MlS_.”
Leading 2 characters define functional signal: CD - configuration derived, CR = configuration raw, IR = current raw, TA = temperature active, TP =
temperature passive, and VR - voltage raw per Type/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table IL
Type A - active analog, B = passive hi-level, D = digital value, P = passive analog, SB - S/C passive bklevel and SP - S/C passive analog.
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Table 111.Telemetry List (cent’d) (TBD 25)

Acronym Telemetry Point
(Note 1) Sls I Descrtptlon

Temp, Optics, Front Aa

Temp, Optics, Front Af

Temp, Optics, Front An

Temp. Optics, Front Ba

Temp, Optics, Front Bf

Temp, Optics, Front Ca

Temp, Optics, Front Cf

Temp, Optics, Front Da

Temp, Optics, Front Df

Temp. Optics, Rear Aa

Temp. Optics, Rear Af

TempoOptics, Rear An

Temp. Optics, Rear Ba

Temp. Optics, Rear Bf

IQiQx
1St bit
Mf
mf
Mfid
mfid
RT
S/l
Sls
Tr)MfAT
1.
2.
3.

4.

Type RT SA Major Frame
(Note 4) Ist Mfid # mfs

P

P

P

P

P

P

P

P

P

P

P
P

P

P

Minor Frame ToMf Reference

Ist Bit #B ite AT SectIon

,

1st bit transmitted, most significant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame identifier
Remote terminai
Subaddress
Subsystem
Deita time from major frame start (TO)
No entry indicates non-applicable or a “don’t care” choice. I

‘1

Table count is 113 signais. .
Acronym is 2nd lfkharacter field of OASIS Description. First 16-character field (not shown) contains External Element, which for MISR is “MlS_.”
Leading 2 characters define functional signal: CD= configuration derived, CR = configuration raw, IR = current raw, TA - temperature active, TP =
temperature passive, and VR - voltage raw per Type/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table H.
Type A = active analog, B - passive hi-level, D = digital value, P = passive analog, SE = S/C passive hi-level and SP - S/C passive anaiog.

.
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Table Ill. Telemetry List (cent’d) (TBD 25)

Acronym Telemetry Point Type RT SA Major Frame Minor Frama Reference
(Note 1)

Tow
Em Descnptlon ‘ (Note 4) 1et Mfid # mfs Ist Blt #B He AT SectIon

Temp, Uptlcs, Hear Ca P

Temp, Optics, Rear Cf P

Temp, Optics, Rear Da P

Temp, Optics, Rear Df P

Temp, PIN 1 P

Temp, PIN 2 P

Temp, PIN 3 P

Tempt PIN 4 P

Temp. PIN 5 P

Temp, HQED1 P

Tempo HQED2 P

Temp. HQED3 P

Temp, HQE04 P

Temp. Radiator, +Z P

Temp, Radiator, -Y P

I.QtQM
1st bit
Mf
mf
Mfid
mfid
RT
SA
Sls
Twf AT
1.
2.
3.

4.

1et bit transmitted, most slgnlffcant bit, leftmost bit
Major frame
Minor frame
Major frame Identifier
Minor frame identifier
Remote terminal
Subaddress
Subsystem
Delta time from major frame start (To)
No entry indicates non–applicable or a “don’t care” choice.
Table count is 113 signals.
Acronym is 2nd 16-character field of OASIS Description.First16-characterfield (notshown) contains External Element, which for MISR is “MlS_.”
Leading 2 characters define functional signal: CD= configuration derived, CR = configuration raw, IR - current raw, TA - temperature active, TP -
temperature passive, and VR = voltage raw per Type/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table Il.
Type A - active analog, B - passive hi–level, D = digital value, P = passive analog, SB = WC passive hi-level and SP = S/C passive analog.
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Table Ill. Telemetry List (cent’d]

Acronym

tss

Telemetry Point
(Note 1)

Type

Descrlptlon (Note 4)

Temr). Sun Side P

Temp; TEC1, CJT, Aa P

Temp, TECI, CJT, Af P

Temp, TEC1, CJT, An P

Temp, TEC1, CJT, Ba P

Temp, TEC1, CJT, Bf P

Temp, TEC1, CJT, Ca P

Temp, TEC1, CJT, Cf P

Temp, TEC1, CJT, Da P

Temp, TEC1, CJT, Df P

Temp, TEC2, CJT, Aa P

Temp, TEC2, CJT, Af P

Temp, TEC2, CJT, An P

Tempt TEC2, CJT, Ba P

Temp. TEC2, CJT, Bf P

MQkw
1st bit
Mf
mf
Mfid
mfid
RT
SA
Sls
ToMA-
1.
2.
3.

4.

TBD 25)

1stMffd # mfs

Minor Frame Torutt Reference

Ist Bit # Bits AT SectIon

1 I 1

1st bit transmitted, most signitlcant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame identifier
Remote terminal
Subaddress
Subsystem I

‘1

Delta time from major frame start (To)
No entry indicates non-applicable or a “don’t care” choioe.
Table count is 113 signals.
Acronym is 2nd 16-character field of OASIS Description. First 16-character field (not shown) contains External Element, which for MISR is “MlS_.”
Leading 2 characters define functional signal: CD= configuration derived, CR = configuration raw, IR = current raw, TA = temperature active, TP -
temperature passive, and VR = voltage raw per Typs/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table Il.
Type A = active analog, B = passive hi-level, D = digital value, P = passive analog, SB - S/C passive hi-level and SP = S/C passive analog.

A
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Table Ill. Telemetry List (cent’d)

Acronym Telemetry POlnt Type
(Note 1) SE Descrlptlon ‘ (Note 4)

Temp, 1 kL2 ~, Ca

Temp. TEC2: CJT, Cf

P

P

Temp. TEC2, CJT, Da P

Temp, TEC2, CJT, Df P

Temp, TEC. HJT. Aa P

Temp, TEC. HJT. Af P

Temp, TEC. HJT. An P

Temp, TEC. HJT. Ba P

Temp, TEC. HJT. Bf P

Temp, TEC. HJT. Ca P

Temp, TEC. HJT. Cf P

Temp. TEC. HJT. Da P

Temp, TEC. HJT. Df P

!lQ3MG
1St bit
Mf
mf
Mfid
mfid
RT
SA
SE
TMf AT
1.
2.
3.

4.

1stbit transmitted, most significant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame identifier
Remote terminal
Subaddress
Subsystem
Delta time from major frame start (To)

Noentry indicates non-applicable or a “don’t care” choice.

TBD 25)

RT SA Major Frame Minor Frame ToMr Reference

-d # mfs let Bit #B its AT SectIon

Table count is 113 signals.
Acronym is 2nd 16-character field of OASIS Description. First 16-character field (not shown) contains ExternaiEiement,which for MISR is WS_.”
Leading 2 characters define functional signal: CD = mnfiguration derived, CR = configuration raw, IR = current raw, TA - temperature active, TP _
tem~erature passive, and VR - voltage raw per Type/Source codes. Since T indicates temperature, temperature is not part of Description structure.
Also see Table Il.
Type: A = active analog, B = passive hi-level, D = digital value, P - passive anaiog, SE -WC passive hi-level and SP - S/C passive analog.
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Table Ill. Telemetry List (cent’d) (TBD 25)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame Reference
(Note 1)

Tow
Sls Descnphon (Note 4) Iat Mfid # mfs m # Bite AT SectIon

Cover Open SB

Cover Closed SB

North Calibration Panel Dep SB

North Calibration Panel Stowed SB

South Calibration Panel Dep SB

South Calibration Panel Stowed SB

Goniorneter Stowed SB

Temp, +Z Radiator SP

Temp, -Y Radiator SP

Temp, Optical Bench (-X) SP
r

Temp, Optical Bench (+X) SP

Temp, Optical Bench (Mid) SP

Temp, Camera Da, PS SP

Temp, Computer SP

Mfmw
1St bit
Mf
mf
Mfid
mfid
RT
SA
m
TOMfAT
1.
2.
3.

4.

let bit transmitted, most significant bit, leftmost bit
Major frame
Minor frame
Major frame identifier
Minor frame identifier
Remote terminal
Subaddress
Subsystem
Delta time from major frame start (To) ‘1
No entry indicates non–applicable or a “don’t care” choke. I

Table count is 113 signals.
Acronym is 2nd 1tiharacter field of OASIS Description. First 16-charaoter field (not shown) oontains External Element, which forMISRis “MlS_.”
Leading 2 characters define functional signal: CD = configuration derived, CR = canffguration raw, IR = current raw, TA = temperatureaotive,TP =
temperature passive, and VR - voltage raw per Type/Souroe oodee. Since T indicates temperature, temperature is not part of Description structure.
Also see Table Il.
Type A = active analog, B = passive hi-level, D = digital value, P = passive analog, SB = WC passive hi-level and SP = S/C passive analog.
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6.1 (TBD 26) pelemetry Function]

The (TBD 26) [telemetry] schematic is shown in Figure 4-1.

v

.

Size Code I(hl No.

A 49671 20008837

ASD-EW 2051 3-SS
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(TBD 27)

Figure 4-1. (TBD 26) peiemet~] Schematic
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7 MICROPROCESSORS

(TBD 28)

7.1 Microprocessor Control

(TBD 28)

7.2 Microprocessor Operation

(TBD 28)

7.3 Microprocessor Functional Requirements

(TBD 28)

7.4 Microprocessor Memory Load

(TBD 28)

7.5 Microprocessor Memory Dump

(TBD 28)

7.6 Microprocessor Memory Error Detection

(TBD 28)

Size

A
CodeidentNo.

49671 20008B37

ASD-EW2051 3-S9
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8 DATA FORMATS

[Define all formats at the instrument level. include when valid by mode.]

8.1

(TBD

8.1.1

(TBD

8.1.2

(TBD

8.1.3

(TBD

8.2

(TBD 29)

Command and Telemetry Bus Messages

29)

Command and Telemetry Bus

29)

Command and Telemetry Bus
Messages

29)

Command and Telemetry Bus

29)

Science Data Packets

Command Messages

Critical Health and Safety Telemetry

Normal Housekeeping Telemetry Messages

The MISR science data rate is shown in Table IV.

Table IV. Science Data Rate (TBD 29)

Estimate

Basis (Yo)

Estimated

Calculated

Actual

8.2.1 Engineering Packets

(TBD 29)

8.2.2 Science Packets

(TBD 29)

8.3 Test Patterns

(TBD 29)

Data Rate (Mbps)

Size CodEIklent No.

A 49671 20008837

ASD-EW 2051 3-S9
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9 CONSTRAINTS

--

(TBD

9.1

(TBD

9.2

, (TBD

9.3

(TBD

30)

Testing Constraints

30)

Operational Constraints

30)

Environmental Constraints

30)

.

Size

‘A -

Code IdentNo.

49671 20008837

I I sheet 35

ASD-EW 2051 349
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1 INTRODUCTION

This Instrument Flight Operations Understanding (IFOU) is a statement of the EOS-
AM community’s understanding regarding the Moderate Resolution Imaging
Spectroradiometer (MODIS) flight operations plans and requirements.

This Instrument Flight Operations Understanding will be updated periodically as
requirements evolve and are further defined. Inputs are welcomed from the
Instrument Team, Flight Operations Team, EOS Ground Systems, NASA
Institutional Facilities, and the EOS-AM Project entities.

1.1 Purpose

This IFOU will be used by the Flight Operations Team (FOT) and EOS Operations
Center (EOC) support personnel in defining prelaunch preparation efforts and in
verifying operational readiness prior to launch. Requirements for specific types of
operational support will be defined and implemented consistent with this IFOU.
This IFOU will be used to ensure that instrument needs are properly reflected in
other documentation.

1.2 Scope

This document describes the EOS-AM Spacecraft MODIS operations on-orbit and
instrument flight operations support. Interactivity with ground systems control and
interconnectivity to the EOS ground systems segment are described. Institutional
interfaces between Spacecraft, applicable ground systems and the end-user are
included. The flight operations scheduling, planning, and operations philosophy
are included. Aspects of the Earth Observing System Data and Information System
(EOSDIS), as well as the external systems /facilities with which the Spacecraft flight
operations elements interface, are only addressed as required to clarify these
concepts. The focus is from the Flight Operations Team’s perspective.

The understandings stated herein are explicitly subordinate to interfaces between
MODIS and the EOS-AM Spacecraft, as defined in the most recent issue of the
documents listed in Section 2.

This document does not take precedence over any of the requirements,
specifications, documents or interfaces associated with the Spacecraft or affiliated
ground systems.

MODIS IKXJ Preliminary 8/23/93
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2.1 Applicable Documents

The concept and content of this document are consistent with the documents listed
below:

(GSFC) -421-10-01 Requirements Document for the EOS-AM Spacecraft
30 Oct. 1992

(GSFC) -420-03-02 General Instrument Interface Specification
01 Dec. 1992

20005396 (SEP-101) EOS-AM Spacecraft Contract End Item Specification
15 May 1992

(GSFC) -421-12-04-01 Unique Instrument Interface Document for MODIS
06 NOV. 1992

(GSFC) -420-05-02 Performance Assurance Requirements for the EOS-AM
13 NOV. 1992 Observatories

20008840 MODIS Interface Control Document (ICD)
Date: TBD

2.2 Information Documents

The following documents amplify or clarify the information presented in this
document.

20008529 (OPD-HO)
18 May 1992

EOS-DN-SE&I-010
15 May 1992

Eos-DN-sE&I-031
23 Apr. 1992

EOS-DN-C&DH-032
15 Dec. 1991

GsFc-510-3ocD/0191
26 Oct. 1992

20008502(UID-101)
04 Sept. 1992
MODIS ~U Pdimiwy

EOS-AM Spacecraft Operations Requirements

EOS Baseline Description Document (BDD)

Command and Telemetry Requirements Analysis

Command and Telemetry Concept Definition

Earth Observing System Data and Information System
(EOSDIS) Flight Operations Segment (FOS) Operations
Concept (Revision 3)

General Instrument Interface Handbook

2 8/23/93
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3 INSTRUMENT DEFINITION

The understandings regarding MODIS are as follows:

3.1 Basic Description

MODIS measures biological and physical processes in the study of terrestrial,
oceanic, and atmospheric phenomena. The instrument provides long-term earth
science data base information according to planned observational strategy.

MODIS is a NASA facility passive imaging spectroradiometer. The instrument scans
a cross-track swath 2330 kilometers wide and senses 36 spectral bands for daytime
observing and 17 spectral bands for nighttime observations, between 0.41 and 14.2
~m. MODIS has pixel sizes of 250 m, 500 m, and 1000 m.

MODIS has four high performance onboard calibrators:

a.

b.

c.

d.

Ambient or heated Blackbody

Solar Diffuser (two levels of reflectance)

Solar Diffuser Stability Monitor (compares
direct solar view levels)

the Solar Diffuser reflectance to

Spectral Radiometric Calibration Assembly which operates in four modes
(Spectral, spectral self test calibration, spatial, and radiometric)

MODIS contains two instrument processors:

a. Telemetry and Command Processor

b. Format Processor

Each is comprised of two (primary and redundant) single board computers, using a
GEC-Plessey 16 bit processor with a memory management unit. Both operate at 12
MHz. Memory is in radiation hardened 32Kx8 SRAM chips. The Telemetry &
Command Processor (TCP) single board processor has a 48 MHz clock which is
divided down for all MODIS timing.

MODIS instrument telemetry consists of science (including engineering) and
housekeeping (including health and safety) data. MODIS data is recorded on-board
the Spacecraft and transmitted (downlinked) during scheduled EOS-AWTDRSS
contact periods. The downlinked data is packetized and packet types assigned
Application Process Identifiers (APIDs).

MODE IFOU Pdiminq 3 8/23/93
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3.2 Instrument Operations

After on-orbit activation, it is anticipated cooperate MODIS continuously unless
dictated otherwise byunfavorable circumstances. MODIS activities are preplanned
and scheduled. MODIS TCP and Spacecraft Controls Computer (SCC) instrument
commands are loaded on a TBD schedule. The TCP and SCC commands are
uplinked by the EOS Operations Center (EOC) during EOS-AM /TDRSS contact
periods. Figure 1 depicts a nominal MODIS operational timeline over a 24 hour
period.

REV. = Spacecraft
REVOLUTION NUMBER

DAY IMAGING
MODE

——. .—
NIGHT IMAGING

MODE
—— —— —

-THIN SHADOW

DAY IMAGING
MODE

—— —— —
NIGHT IMAGING

MODE
——— ——

EARTH IN SHADOW

DAY IMAGING
MODE

——— ——
NIGHT IMAGING

MODE
——— ——

~RTH IN SHADOW

DAY IMAGING
MODE

——— ——
NIGHT IMAGING

MODE
——— ——

MlT-l IN SHADOW

DAY IMAGING
MODE

——— ——
NfGHT IMAGING

MODE
——— —.

-THIN SHADOW

—

—

—

—

—

I
ls\\\\\N
——— —

c---a

REV. N+9 REV. N+1O REV. N+ll

h &
———— ..,X;

FIGURE 1 MODIS NOMINAL OPERATIONAL TIMELINE
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3.2.1 Operating Modes

The MODIS operational modes are shown in Table I.

.-””- . ,------ -. -------- ---- . .. --—-

MODE MODE
NO.

DESCRIPTION
NAME

0 bunch Mode Zero power doora closed and latchecL all subsystems and power
suppliesare OPF; survival heatera embled (ON/OFF by thermostat).

Power Supplies OFF; sumival heatera enabled (ON/OFF by thermostat);
1 Survival Mode enter and exit by direct command (ground or Spacecmft); enter sets

macro cmnmsnd to close doors; finalSpacecraft crnd required to turn
the power supplies OFF.

Power Supply relay ON; enter by direct cmnrnand (ground or
2 Safe Mode spacecmft) or missing SCC OK message; Miate IWXO ~~nd

to close doors and turn subsystems OFF, except CMD & TLM.

Power Supply relay ON; CMD & TLM subsystem ON; use includes
3 Standby Mode transition to other modes; doora open or cload other configuration

choices are allowed.

Power Supply relay ON; CMD & TLM subsystem ON; cold and

4 Outgas Mode intermediate stage outgas heaters ON; space view door closed for
on oti~t outgas, subsequentoutgas may be with doora open and
V~]ble/N~r infrsred ti~g or third stage OUtgaS heater On.

Day Rate -10.2 Mbps (All bands on)
5 Science Mode

(Day or Night)
Night Rate -2.7 Miu with Bands 20-36 colfected on Earth scenes
(aU band data for calibration devices.

— — Calibration configuration choices are iiated below. - — — — — — — — — —

SD image collects for calibration of VIS, NIR & SWIR near North
● Calibration I Pole; or SD stability calibration check over 0.4- 2.2pm by SDSM

- with SD view collects of cavity (DCR), sun & SQ or electronic ramp calibration

I Bands1-30.
——— ——— ——— ——— ——— ——— ———

● Calibration I V’IS,NIR& SWIR image collects for spatial calibratio~
- with SRCA view or spatial calibratioru or spatial calibration and SRCA

I 0.4-.09 pm self calibration data.
——— ——— ——— ——— ——— ——— ——

. Calibmtion I
- with bisckbody Ambient or heated blackkxdy MWIR & LWIR collects.

view I
Precision blacktmdy temperatures in engineering packet.

——— ——— ——— ——— ——— ——— ——

● Calibration I Nomud cold space view; or occasioml glimpse of the rnooru or
- with space view

I
electronic ramp calibnstion Bands 31-36.

NOTE 1) An electronic Gslibmtion iamp may be turned on and viewed at the SD port for Band 1-30 and
at the space view port for Bsnd 31-36.

2) Calibrations inherently include imaging.
3) All calibration band data is available Day or Night Imaging.

LEGEND
cm = command
LWIR = Long-wave Infrared

SCC = Spacecraft Controls Computer
SD= Solar Diffuser

MWIR = Mid-wave Infxared
NIR = Near Infmred

SRCA = Spectroradiometric Calibration Assembly
SWIR . Short-wave infrared

TLM = Telemetry Vxs = VWlble

MODIS IK)U Pdmirmy 5 8/23/93
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Figure 2 illustrates the flow and transition of the MODIS operational modes.

x.—,

f ( \ \ /
Launch

\
survival

(
Standby

\ J L

~-~

Science Mode
Mode Mode Mode Mode Day/Night

(o) (1) (2) (3) (5)

I

I

LJ
outgas
Mode I

(4)
I

I ● solar Diffuser View
I

I ● Spectrmdometric Assembly View
I

I ● Blackbody View
I

t

I I
● Space View

L————— —————— J

NOTES:

1. (X) = Mode Number
2 Chart defines MODIS main Operating Modes without distinction between side A or side B.
3. There are configwation options within Modes 3 & 4.
4. There is a lBD table, which defines the available conflation options, and there are TBD distinct procechms,

which define the coremand sequences to change configurations within a Mode.
5. Science data rates are Day= -102 Mbps & Night = -2.7 Mbps with or without alibration.
6. AI1Mode changes are by Spacecraft command (which includes absence of SCC “OK” signal to go to Safe Mode).

Doors closed for Safe and Survival Modes.
7. Survival Heaters are embled at all times.
8. Entry into Safe or SuMval Mode requires 30 seconds prior 1553 Bus macm comman d to close doora.

Then Spacecraft Power Supply turn OFF cornmand if going to Survival Mode.
9. 1553 Bus telemetry is not available in Launch, SuMval & OFF, and at times nuy not be available in Safe Mode.
10. Standby utility activity can include unlatching doom, moving doors, activating faikfea, etc.

FIGURE 2 MODIS OPEIUITING MODE FLOW

Other Mode details are TBD.
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3.2.2 Microprocessor Operation

The MODIS Telemetry and Command Processor (TCP) and Format Processor (FP)
operational details are TBD. Software and tables are loaded from ROM/ground
(TBD).

3.2.3 Instrument Commands

The majority of instrument commanding is performed through the use of the
MODIS TCP via a MIL-STD-1553B command and telemetry bus. These commands
are issued to the instrument in accordance with the time tag associated with each
command.

The Bus Data Unit (BDU) provides relay drive commands to MODIS for control of
the power supplies, survival heaters and to enable the fail-safe mechanisms.

Detail definition of specific commands is TBD.

MODIS uses Command Operating Procedures (COPS)to establish configurations for
each operating mode. Transition commands are defined to go from one mode to the
other most common, planned operating modes.

The COP identification process is being revised. The update is TBD.

Table II shows MODIS COPS.

TABLE II MODIS COMMAND OPERATING PROCEDURES

MODIS COMMAND OPEIWTING PROCEDURES

TBD

MODIS IFOU Pmliminay 7 8/23/93
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Real time commanding is not planned as a routine operation, however,
contingency or emergency operations may require real time commanding.

3.2.4 Instrument Telemetry

Specific MODIS instrument
following paragraphs.

3.2.4.1 Science Data

Specific MODIS instrument
in Appendix III.

3.2.4.2 Engineering Data

telemetry processing requirements are defined in the

science telemetry processing requirements are defined

Specific MODIS instrument engineering telemetry processing requirements are
defined in Appendix III.

3.2.4.3 Housekeeping Data

The MODIS housekeeping data is used by the Flight Operations Team for the
following applications:

a. Monitor health and safety
b. Verify command execution

Specific MODIS instrument housekeeping telemetry processing requirements are
defined in Appendix III.

3.2.5 Bus Data Unit

MODIS interfaces with the BDU-I #3. The interface types and numbers are:

TYPE PRIME REDUNDANT
Relay Drive 14 1

M-Level 16 0
Passive Analog 9 0

MODIS IIQU Pdimiwy 8 8!23/93
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3.2.6 Operating Constraints

A constraint is a limitation imposed on the operation of the Spacecraft Bus and
instruments in order to protect or prevent compromise of mission goals.

3.2.6.1 Categories of Constraint/Restraints

Constraints have been defined into the following six categories based upon the
implications of violating those constraints:

a. Mission Critical (MC) - Those constraints which prevent permanent loss of a
system, subsystem, or a component which would cause the termination of
the mission. The damage to the hardware can be due to anything from a one
time event to improper usage over an extended period of time.

b Hardware Critical (HC) - Those constraints which prevent permanent loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can not be made. The damage to the hardware can be due to anything from a
one time event to improper usage over an extended period of time. (e.g. LOSS
of either CERES instrument would fall into this category.)

c. Configuration Critical (CC) - Those constraints which prevent the loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can bemade by switching to redundant hardware.

d. Data Critical (DC) - Those constraints which prevent permanent loss or
corruption of a particular set of data, either command or telemetry.

e. Temporary Data Loss (TL) - Loss or corruption of data, either command or
telemetry, that can be regained.

f. Operational Restriction (OR) - Guidelines for procedures when a number of
possible operational options exist or information relevant to the proper
operation of the Spacecraft.

3.2.6.2 MODIS Operating Constraints

a. Initial activation shall be performed during real-time contact with the
Spacecraft.

Additional MODIS operating constraints are TBD.

MODIS IFOU Preliminary 8/23/93
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3.2.7 Activation

MODIS is powered on and checked out during the Spacecraft Operational
Initialization Mission Phase.

During activation MODIS is powered up in stages. The Activation Procedure (TBD)
is used for this power-up phase.

Activation is:

a. Launch Mode

b. Survival Mode

c. Safe Mode

d. Standby Mode
● Instrument microprocessor load verification and checkout
Q Series of instrument activities to be conducted per procedure and

activation schedule.

e. Outgas Mode

f. Standby Mode
● Command loads verified for the scheduled science mission.

g. Science Mode

MODIS IFOU Pxt?liminary 10 8/23/93
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4 OPEWTIONAL SYSTEM DEFINITION

The understandings regarding operation of the EOS-AM Spacecraft and ground
system, as each relates to instrument operation, are as follows:

4.1 Spacecraft Bus

The EOS-AM Spacecraft Bus provides the platform for science instrument
observations, and provides the environment and services necessary to sustain
instrument operability.

The EOS-AM Spacecraft mission can be described by seven mission phases. Each
mission phase represents a predefine period during which a set of interrelated
operations and activities are performed. The primary activities associated with these
mission phases are:

a.

b.

c.

d.

e.

f.

13”

Prelaunch – Launch readiness of the Spacecraft, launch vehicle, and
associated ground elements is established and verified.

Launch / Ascent – The launch vehicle places the Spacecraft in the
injection orbit and the Spacecraft senses separation from the launch
vehicle.

Orbit Acquisition Initialization - A positive Spacecraft energy balance and a
S-Band communications link is established. A stable earth-oriented attitude
is attained.

Orbit Acquisition – The Spacecraft performs the maneuvers necessary to
achieve operational orbit. These maneuvers are designed by the cognizant
operations elements and initiated by ground command under Flight
Operations Team control.

Operational Initialization - The Spacecraft operational orbit is acquired. A
complete housekeeping and instrument equipment checkout is performed by
the Flight Operations Team with technical direction from the Spacecraft Bus
contractor and the instrument I% or delegates. A fully operational Spacecraft
state is established.

Operational -- The Flight Operations Team is responsible for conducting
Spacecraft operations. Proper Spacecraft orbit is maintained and full resources
to the instruments are provided during the saence mode.

End of Mission – Upon deasion to end the Spacecraft mission, the
Spacecraft is placed in a dormant state and permitted to experience a normal
o;bit decay to re-entry into the Earth’s atmosphere.

MODIS ~U Pmlirninary 11 8/23/93
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Figure 3 depicts a top-level flow of the EOS-AM Spacecraft mission phases.

DECISIONTO
EIIOMISSION

\

IASTTHRUSTER

(FULLRESOURCESTO
INSTRUMENTS)

IAUNCHVEHICLE/EOSSPACECRAFT
SEPARATION

(GROW DECISION)

UMBILICAL

—-—-—-—- .— --- ---
FIGURE 3 EOS-AM SPACECRAFT MISSIUN l’HAtiliS
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4.1.1 Command and Telemetry Systems

The Spacecraft Bus command system provides the primary means of controlling the
Spacecraft and instrument operations while in orbit. The Spacecraft Bus telemetry
system provides the means for monitoring Spacecraft status, health and safety, and
for acquiring/storing and retrieving EOS-AM science data. Command and telemetry
systems hardware also generates and distributes timing signals, and produces the
relative time code which appears within the telemetry format.

During normal operations, 150 Mbps saence playback data (when commanded) and
16 kbps real-time housekeeping telemetry data is transmitted throughout each
Spacecraft/TDRSS contact. 10 kbps command capability is available to handle uplink
transmissions. The other Spacecraft Bus command and telemetry link capabilities
are shown in Figure 4 (Uplink Paths) and Figure 5 (Downlink Paths). Commands
may be preloaded into the SCC and issued by the stored command capability at
designated times. Repetitive sequences of commands maybe stored within the SCC
and activated by an initiate command to reduce command transmission and storage
volume.

SERVICE SPACECRA~ DATA REMARKS
ANTENNA RATE

SSA HGH GAIN 10 Kbps
NORMAL COMMAND OPERATIONS

HIGH-RATE COMMANDS

SMA HIGH GAIN 1 Kbps LOW-RATE COMMANDS

SSA OMNI 125 Bps
CONTINGENCY

VERY LOW-RATE COMMANDS

DSN/GN/WOTS OMNI 2 Kbps EMERGENCY

I I

I SSA = S-BAND SINGLE ACCESS DSN = DEEP SPACE NETWORK

SMA = S-BAND MULTIPLE ACCESS GN = GROUND NETWORK

WOTS = WALLOPS ORBITAL I
I TRACKING STATION I

MODIS IK)U Preliminary

FIGURE 4 UPLINK PATHS
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SERVICE TVPE DATA RATES ANTENNA CONTENT USE
I Q

Play
Back

KSA or 75 Mbps 75 M@
High Science Mission

Gain Science Data Processing
Real
Time

Play 256 Kbpa
Back

Health & Safety Aa required for Anomaty
High HcsJa&#ing follow up

Gain
SSA 16 Kbps 16 Kbps SCO Dump Data Routine Operation

Real
Time 1 Kbps OMNl Critical Health & Safety Operation without

1 Kbps SCC Dump Data High Gain Antenna

SAA
Real Htgh Housekeeping Data

Operation

Time 16 Kbps Gain Diagnostic
without
SSA

Real
DSN lime 16 Kbps 16 Kbps

OMNI Housekeeping Data
Operation without TDRSS

m
WOTS Play

Diagnostic
512 Kbps Emergency Operations

Back

DB lqea, 12.5 MbfX 12.5 Mbps Direct Real-Time MODIS Real-Tha Data

Time
Access
System

~lenca Data
DB/DDL 12.5 Mbps 105 Mbps

MODIS (l), ASTER (Q)
Real-Time Data

Direct
DP ::c; 75 Mbps 75 Mbps Access

Playback

System
Science Data Instwment Playback Data

DB ~mg 12.5 Mbps
Real-Tree

Direct Science Data
MODIS Real-Time Data

Access

DP Play 105 Mbps System Playback
Back Science Data Instrument Playback Data

DB = Dlract Broadcast KSA = K-band single access
DDL. Direct Downlink SSA = S-band single access
DP = Direct Playback Sfvt4 = S-band multiple access
DSN = Deep Space Natwork TDRSS . Tracking and Data Relay
GN= Ground Network SatelEte System
WOTS = Wallops Orbital Trackhg Station

MODIS IKXJ PAmimry

FIGURE 5 DOWNLINK PATHS

14



20043115

26Augus[1993
--

The Direct Access System (DAS) provides for direct-to-user downlink of science data
via the X-band transmission system which is independent of the High Gain
Antenna (HGA). A summary of Spacecraft downlink services, including the DAS,
is shown in Figure 5 (Dovmlink Paths).

Normal operation will be to configure the DAS for continuous operation in the
Direct Broadcast (DB) mode, providing uninterrupted output of real-time MODIS
science data along the orbital path. When scheduled by the EOC, the DAS Direct
Broadcast/Direct Downlink (DB/DDL) mode will provide direct-to-user ASTER
science data on the X-Band Q channel, in addition to the MODIS data on the X-Band
I channel.

The DAS Direct Playback (DP) mode is considered an emergency mode and will be
used only in the event the Solid State Recorder (SSR) science data cannot be played
back through the HGA.

The EOC scheduling function will coordinate DAS operations with the
stations. The Spacecraft DAS services will be managed via the
command and Relative Tne Command Sequence (RTCS) capability.

4.1.2 Spacecraft Controls Computer

user ground
SCC stored

The Spacecraft Controls Computer (SCC) provides the hardware, software and
firmware support for control of on-board operational processes.

Specific requirements for interaction between SCC functions and instrument
operation are defined in Appendix I.

4.1.2.1 SpacecraftControls Computer Description

There are redundant SCCS, each of which hosts the firmware to provide SCC
initialization functions. Both SCCS can be simultaneously powered and host the
full software load but only one SCC can be active at any time. Once loaded, the
active SCC software provides a real-time Operating System and supports the
execution of application software for the Spacecraft subsystems and instruments.
The SCC provides a number of application software services to maintain Spacecraft
and instrument operability.

a. The SCC Operating System/Executive is a standardized operating system
which supports the execution of the SCC applications software and
manages the SCC resources (1/0, scheduling, memory management, timing).
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The Command, Telemetry
SCC-resident software and
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and Control (CT&C) application
provides the following services:
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interfaces with all

1.

2.

3.

4.

5.

6.

7.

Validation and distribution of ground commands for SCC applications
software execution.

Performs system level Fault Detection, Isolation and Recovery (FDIR).
The FDIR software resides in the SCC applications programs and in the
Telemetry Monitor (TMON).

Storage and processing of Absolute ‘Eme Commands (ATC) and Relative
Time Command Sequences (RTCS).

Sequencing control of SCC-issued subsystem and instrument commands
(Absolute-time stored commands, Relative-time stored commands,
closed-loop control commands and FDIR commands).

Performs Spacecraft Time management, and provides for generation
and distribution of the SCC Tne of Day (TOD) information to the
instruments.

Collects SCC telemetry for inclusion in the downlinked telemetry
stream.

Collects, formats and distributes Ancillary data to the instruments via
the Command & Telemetry Bus.

The Attitude Determination and Control (ADAC) application software
provides software to acquire and maintain Spacecraft attitude within the
accuracy limits necessary for instrument operation. The ADAC application
provides control of the Solar Array Drive and High Gain Antenna via closed-
loop control and FDIR commands.

The Navigation (NAV) software performs Spacecraft orbit determination and
control. NAV provides position and vector information to the ADAC. NAV
also provides telemetry data, Doppler compensation information, closed-
loop control and FDIR commands.
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e. The Thermal Monitor and Control Software (TMCS) provides autonomous
control of the active Spacecraft thermal control elements [Heater Controller
Electronics (HCES) and Capillary Pump Heat Transport System OH’E)I to
maintain the Spacecraft bus and instrument temperatures within allowable
operational limits. The T’MCS provides telemetry data, closed-loop control
and FDIR commands.

f. The Power Monitor and Control Software (PMCS) provides autonomous
control of the Electrical Power System (EPS), including battery charge control
and automatic load shedding. The PMCS provides telemetry data, closed-
loop control commands and FDIR commands.

The Telemetry Monitor (TMON) will be used to monitor critical Spacecraft bus and
instrument telemetry. TMON provides the on-board capability to monitor
spacecraft housekeeping data and SCC memory and to initiate autonomous action
when predefined anomalous conditions occur. TMON has the capability to mask
out telemetry information, perform logical operations on the telemetry
information and compare the results to predefined values. If specific anomalous
conditions occur, TMON will trigger predetermined actions which may be 1) no
action, 2) issue a spacecraft command, or 3) issue a command to activate a Relative
Time Command Sequence (RTCS). When a TMON action is triggered, a message
will be inserted in the spacecraft activity log which will speafically define the action
taken. TMON is table-driven via the telemetry monitor tables, which are ground-
controllable. Each TMON function may be individually enabled or disabled by
ground command. Each TMON function may also be inhibited from issuing its
predetermined commands, while still being allowed to perform its comparison
check and notify the activity log if an anomalous condition is detected.

The Fault Detection, Isolation and Recovery (FDIR) system is designed to
autonomously reconfigure the Spacecraft in response to predefined survival-critical
hardware or software failures. The intent of the FDIR is to minimize autonomous
switching, while protecting the Spacecraft Bus and instruments and providing those
services required for survival. Anomalies which are not time critical will be
resolved by ground intervention rather than FDIR action. Most of the FDIR
software resides in the SCC application software programs. FDIR utilizes the TMON
software to perform simple, tabl~driven FDIR functions.

The FDIR system monitors the state of various Spacecraft hardware and software
functions, determines fault occurrence and generates fault recovery commands to
the Spacecraft. When necessary, the FDIR controls the Spacecraft entry into Safe
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Mode and Survival Mode. Since the SCC may not be functional during these
modes, some FDIR functions are distributed in hardware throughout the

Spacecraft. If the SCC is non-functional, stored command and RTCS operation will
also be interrupted. Safe Mode and Survival Mode recovery will be accomplished
only by ground command.

4.1.2.2 Spacecraft Controls Computer Operation

During normal flight operations a SCC stored command table memory load will be
performed once per day with the list of Absolute lime Commands (ATC) and
associated time tags necessary to perform Spacecraft operations for the next 24
hours. Figure 6 shows the stored command structure.

Absolute Time StoredCommand

t 1

I 1 I

I I I

1 I I
Time Tag I Inilklk Cmd Desnnation I Cmd word I Cmd word

Up m 8 (TSD) commands may
have same time lag

cmd DOstMbnwwd +lwO(leM*
Tme Tag - CCSDS lime
eegmented format (lBD)

Min Tne resolution .1.024 sac

Cwmnand dispatched within 1.024
sac of time tag

speA&ammnda

~ cm
Inhibit JUMP
Table HALT

~

clureslt Slaiq

GroundCemmand
3000 Time Tagged

FDIR
COMMSndS (15Kwords)

TMON Curfant Command Pointer in
housekeeping telemelry

FIGURE 6 ABSOLUTE TIME STORED COMMAND STRUCTURE
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The SCC will distribute each stored command to the appropriate spacecraft or
instrument subsystem when the time tag matches the Spacecraft time. The
command time tag resolution is 1.024 seconds. The SCC has the capability to accept,
store and distribute up to 3000 stored commands. Each stored command has an
associated inhibit identifier by which the SCC identifies the functional group to
which the command belongs. All commands in a functional command group (as
determined by the SCC inhibit table) may be inhibited from execution by either
ground command or FDIR/TMON generated command. Figure 7 depicts stored
command operation. Stored command loads will be pianned to occur at least 6
hours prior to the end of the last stored command load, so there may be up to 30
hours of Spacecraft commands in the stored command table at that time. Specific
stored-command requirements for instrument operation are defined in Appendix I.

FIGURE 7 ABSOLUTE TIME STORED COMMAND OPERATION
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During flight operations, groups of commands known as Relative Time Command
Sequences (RTCSS) will be used to provide at least 128 SCC-resident predefine
command sequences. Each RTCS has an assoaated RTCS sequence number, an
inhibit ID, and up to 16 Relative Time Commands with associated relative time
tags. Figure 8 illustrates the RTCS structure. RTCSS may be executed by ground
command, stored command, SCC (FDIR/TMON) generated command or by another
Relative Time Command, The relative time tag assoaated with each command
defines the time delay relative to the previously dispatched command. Relative
time tags have a resolution of 1.024 seconds. Each RTCS will have an associated
inhibit identifier by which the RTCS may be inhibited from execution by ground
command or FDIR/TMON generated command. No inhibit identifier will be
provided for individual commands within the RTCS. Multiple RTCSS may be
active at the same time.

Relative Time Sequence Commands
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Absolute lime Commmd
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7ime Delay I Cmd Dastmsbon I Cmd word 1 Cmd word

~ ‘iYsm’”e”a’ -1”024”

~~
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●
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crrdonrkdJnword+ rwO(lex)uruoO RTS acawty reported m TIN
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FIGURE 8 RELA~VE TIME COMMAND SEQUENCE STRUC”lUIW
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RTCSS will be loaded into the SCC via ground command and will remain in the
SCC memory until removed or over written by ground command. They do not
require reloading on a regular basis. RTCSS will be used to perform repetitive
functions on-board the Spacecraft (thus reducing the number of stored commands
required), and as a command resource for the TMON/FD~ software.

Specialized RTCSS may be loaded, particularly during the Launch through
Operational Initialization Mission Phases, for such time-critical operations as solar
array release and deployment in order to minimize the need for ground control.
The;e RTCSS will be ‘de~etedand/or replaced for normal operations.

Figure 9 depicts RTCS operation.
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FIGURE 9 RELATIVE TIME COMMAND SEQUENCE OPERATION
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4.1.3 Command and Telemetry Interface Unit

The Command and Telemetry Interface Unit (cm) is a central component for
command and telemetry processing. The CTIU provides the processing and routing
of command and telemetry data between the ground system, the Spacecraft Controls
Computer and the Spacecraft instruments and housekeeping systems. The CTIU
provides the following spacecraft services:

a.

b.

c.

d.

Uplink command decoding, processing, and distribution within the
spacecraft.

Collection and formatting of spacecraft housekeeping and ancillary data in
preparation for mass storage or immediate downlink.

Spacecraft command, telemetry and closed-loop interfaces to the Spacecraft
Controls Computer (SCC).

Maintenance and distribution of Spacecraft Time and reference frequencies
within the spacecraft including th; coordination of Spacecraft Time-with
ground timing and ranging systems.

There are two redundant CTIUS, only one of which is active at any time and which
acts as the Command and Telemetry (C&T) bus controller. The other CTKJ is a ‘hot
standby’ and acts as a Remote Terminal (RT). Both CTKJs are always powered when
the Spacecraft is powered. Both the active and standby CTIUS can receive and
execute uplinked CTIU-specific commands.

The active CTIU receives commands and command data from the ground via the S-
Band Transponder, in addition to FDIR commands , closed-loop commands, and
Absolute-time and Relative- time stored commands from the Spacecraft Controls
Computer. CTIU-specific commands are executed immediately, while SCC-specific
commands and command data (SCC table, software or stored command loads) are
transferred to the SCC via the CTIU-to-SCC serial interface. The CTIU processes
and distributes all other command data (Spacecraft or instrument commands and
microprocessor loads) to the appropriate subsystem or instrument via the C&T bus.
Since the SCC may be inoperative when the Spacecraft is in safe mode, only the
CTIU processes real-time ground commands. Figure 10 illustrates the CTIU
command processing flow.
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The CTIU receives Spacecraft subsystem and instrument telemetry via the C&T bus
and the Bus Data Units (BDU). The CTIU formats the telemetry data for output to
the Solid State Recorder (SSR) and/or the S-Band Transponder” Figure 11 ‘hews
the CTIU telemetry processing flow.
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The active CTIU also provides the Spacecraft master clock and time services. The
Master Oscillator (MO) provides the frequency reference signals to the S-Band
transponder and CTIU with a frequency accuracy of 1 part in 108.

The CTIU propagates the master Spacecraft Clock using the MO frequency reference.
The difference between the Spacecraft Clock and Universal Time Code (UTC) is the
Clock error, which will grow due to the time-integrated effect of MO frequency
errors. The Clock error must be periodically measured, and must be corrected when
it approaches 30 milliseconds. The CITU supports the accurate measurement of the
Clock error via the ground based NASA User Spacecraft Clock Calibration System
(USCCS). The USCCS is a distributed system using TDRSS White Sands Ground
Terminal (WSGT), Network Control Center (NCC), EOS Data and Operations
System (EDOS), EOC, and the on-board transponder to determine and correct the
Spacecraft Clock error. USCCS software is required in the EOC to process the
information and provide the on-board clock bias. The USCCS system currently
guarantees calibration accuracy of +/-5 microseconds with respect to UTC. It is
anticipated that EOC would request a clock calibration as often as once per day, and
will update the Clock bias as necessary to maintain 10 microsecond accuracy.

The Spacecraft Clock may be set and adjusted either by ground command or from
SCC-resident software. Both initialization and delta-time (fine adjustment)
commands are supported. Clock initialization commands generally cause service
interruption in the navigation system and will be used only for system
initialization and failure recovery. Delta-time adjustment commands may be
executed with a 1 microsecond accuracy and cause minimal disturbance to the
system for short periods of time. Delta-time adjustments will be used for clock
adjustments when necessary. Clock adjustment and bias update operations will be
scheduled to provide minimum perturbation to instrument operations. The EOC
FOT will provide coordination of all clock adjustments and bias updates and
notification of all users of time-tagged Spacecraft data, as required.

The CTIU also provides two separate time and synchronization services :

a. The Standard Time (ST) service provides moderate accuracy synchronization
and Time Of Day (TOD) information in support of Spacecraft housekeeping
functions. In general, Spacecraft functions (except for navigation) do not
require knowledge of Universal Time Code (UTC), but some
functions such as stored command processing do require Tne Of Day (TOD)
knowledge.
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b. The Prease Time (PT) service deIivers high accuracy~high precision time data
to the science instruments and the on-board navigation function, which have
more stringent accuracy requirements. The instruments require an on-board
time reference accurate to within 100 microseconds relative to UTC. The
desired accuracy for navigation measurement data time tagging is +/- 10
microseconds.

4.1.4 Science Formatting Equipment

The Science Formatting Equipment (SFE) is part of the high-rate data handling
system for the Spacecraft. The major function of the SFE is to internally route
science data from the SSR, High Rate instrument and Low Rate Science Bus input
ports to the appropriate SSR, KSA and DAS modulator output ports. Data routing
in the SFE consists of processing the asynchronous packetized input data and
transferring the data, in the proper format, to the KSA and/or DAS modulators or
to the SSR output (record) port at data rates up to 150 Mbps.

The SFE is fully redundant, including the buses, the bus controllers, and the
internally cross-strapped input and output ports. The SFE generates all internally
used frequenaes.

The SFE input interfaces are defined as follows:

a.

b.

c.

d.

The Low Rate Science Bus provides for up to 6 remote terminals including the
instruments and the 2 CTILJS. The Low Rate Science Bus will carry telemetry
data, ancillary data, and low rate science instrument (CERES and MOPI’lT) data
with a maximum aggregate input data rate of 200 kbps. The SFE will control the
Low Rate Saence Bus via two Bus Controllers, only one of which will be active
at any given time.

Each of the SFE High Rate serial input ports will accept variable size packets of
science data at up to 50 Mbps from the high rate data Instruments.

The SFE will receive SSR playback data on two redundant ports, only one of
which will be active at any time. The data rate for the active port will be
selectable at O,105 or 150 Mbps.

The BDU interface provides control of the SFE configuration, operating mode
and input/output rates through either SCC or ground generated commands

The SFE output interfaces are as follows:

a. The SFE will output independent data streams to each channel of the redundant
KSA and DAS modulators. The KSA modulators each have a single channel,
while the DAS modulators each have two independent channels.
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b. The SSR record interface consists of unidirectional ports from the SFE to the
SSR. Only the SSR Record interface port which is connected to the active SSR
controller will be active. The SFE/SSR record data stream consists of Channel
Access Data Units CADUS at a fixed recording rate of 150 Mbps.

c. The BDU interface provides for the collection of SFE housekeeping telemetry
During normal operations the SFE will be configured to output specific data
streams, accepting and routing instrument and Low Rate Science Bus data to the
SSR and the modulators:

1. The SSR record output will be configured to record all High Rate
instrument and Low Rate Science Bus data.

2. The KSA modulator output will be configured for SSR playback via
TDRSS, requiring ground commands during each TDRSS contact to turn
the SFE playback clock on and off.

3. The Direct Access System (DAS) Direct Broadcast (DB) link will transmit
real-time MODIS instrument data.

4. The DAS Direct Downlink (DDL) will transmit ASTER real-time data.

The FOT will monitor the SFE performance during real-time housekeeping
telemetry data reception.
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The SFE interfaces are shown in Figure 12.

FIGURE 12 SFE INTERFACE BLOCK DIAGRAM
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41.5 Solid StateRecorder

The Solid State Recorder (SSR)is a high capacity data storage device consisting of
two redundant Data Control Units (DCUS), and two identical Data Memory Units
(DMUS). Figure 13 shows the SSR basic configuration. In operation, only one DCU is
active at a given time. The DCU contains the record/playback processing, and
command and telemetry processing. A part of the 2.4 Gbit DCU memory (357 Mbit)
is allocated to housekeeping telemetry data storage. The total 140 Gbit memory
capacity is provided by the two DMUS plus the local memory contained in the DCU.
The SSR maybe commanded into a Low Power Mode in order to provide the CTIU
interfaces and the associated record/playback functions while minimizing the SSR
power dissipation. In the Low Power Mode, only the active DMU and its local
memory is powered and housekeeping telemetry record and playback via the CITU
is available. Low Power Mode is entered when the SSR is powered up and may be
entered by command from the Saence Mode.
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The SSR is capable of simultaneously recording and playing back science data via
interfaces with the Science Formatting Equipment (SFJ3. Concurrently the SSR is
capable of recording or playing back housekeeping telemetry data via an interface
with the CTIU. The SFE and CTIU interfaces operate independently of each other.

The SSR is capable of recording science data from the SFE at a data rate of 150 Mbps.
The SSR wiIl sort and record spacecraft science data in separate logical data buffers
sorted according to the Virtual Channel Identifier (VCID) of the data source. Up to
eight science data storage areas [arcular first in first out (FIFO)] buffers may be
provided, each accepting data from a single or multiple VCIDS. The four ASTER
VCIDS may be directed to a single data buffer. Figure 14 illustrates the SSR science
data buffer utilization. This capability will provide for selective playback of the
science data. The proposed buffer sizes will accommodate at least one full orbit of
data when instruments are operated in their predicted profiles. The current
proposed buffer sizes are shown in Table III. Each SSR buffer may be commaned to
allow the oldest data to be overwritten or to protect the data (overwrite inhibited).

Table III Proposed SSR Buffer Sizing
Data Type Buffer Size Remarks

Housekeeping 357 Mbits Four Orbits of data
Low Rate Saence 357 Mbits 105 minutes of data

I MODIS I 44.8 Gbits I 60 reins dav rate, 50 reins ni~ht rate I
“

MISR 24.9 Gbits 67 reins of ~ata. >1 orbit nominal ops
ASTER 69.6 Gbits 12.9 reins at 90 Mbps. A

The SSR is capable of playing back recorded science data at a maximum data rate of
150 Mbps. The SSR input and output data streams consist of integral numbers of
8192 bit blocks which are referred to as Channel Access Data Units (CAIXJS). The
first requested CADU for each requested playback shall be preceded by the last 100 to
256 CADUS played back from this buffer during the previous playback. The SSR will
not erase science data during playback, but the oldest data will be overwritten when
a new recording session occurs directly over previously recorded data. The science
data output stream from each buffer will be in”the same time order in which it was
recorded. The SSR is capable of playing back any ground-specified portion of the
stored science data.

The SSR is capable of recording and playing back 16 Kbps Spacecraft housekeeping
telemetry data via cross-strapped interfaces to the Spacecraft CTIUS. The
housekeeping input and output data streams consist of housekeeping telemetry
CADUs which are recorded in and played back from the 357 Mbit arcular FIFO DCU
buffer. The SSR can record or playback the housekeeping data concurrently with the
science data playback, but cannot record and playback housekeeping data
simultaneously. After four orbits the DCU buffer will be filled, and the SSR will
overwrite the housekeeping data.
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See Figure 15 for a typical operating scenario.
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The SSR plays back stored housekeeping data at a ground-commanded rate of either
256 Kbps (via TDRSS) or 512 Kbps (via DSN/GN/WOTS). The output data stream
consists of integral numbers of CADUs. The first requested CADU for each playback
will be preceded by the last 100 to 256 CADUS played back from the buffer during the
previous playback. The SSR will not erase telemetry data during playback, but the
data will be overwritten when a new record segment occurs directly over previously
recorded data regardless of the playback status of the previously recorded data. The
telemetry data output stream will be in the same time order in which it was
recorded.

The SSR telemetry will provide status information for each buffer which will be
evaluated by the EOC to assure complete data retrieval. The status information will
indicate:

a. The locations of the beginning of data that has not been dumped
b. The current location of the record pointer
c. The location of the dump pointer.

The EOC will track the instrument science and the housekeeping telemetry data
times, the data position in the SSR memory, and the playback status of recorded
data in order to ensure no loss of either science or housekeeping data.

Normal SSR operation will be to record all science data, with the SSR always in
Record mode and the SSR data input being determined by the instrument
operations. The high rate instruments and Low Rate Science Bus output will be
recorded in separate buffers. The operating plan for retrieving science data from the
SSR is to play back the data during two nominal 10 minute TDRSS contacts during
each EOS-AM orbit. At the data rates available, a full SSR (all buffers full) would
take approximately 18 minutes to dump completely. Since the peak data generation
of the instrument set occurs during the daylight observations, and six to eight
minutes of SSR playback will occur during each ten minute TDRSS contact, all data
contained on the SSR may not be retrievable during a single 10 minute contact.

TDRSS contact spacing and location will be influenced by the
Spacecraft/TDRS/Earth geometry and the TDRSS scheduling requirements, but
equally spaced contacts (approximately 40 minutes apart) are the current plan.

SSR operations will be controlled by a combination of stored and real-time
commands. Science instrument data start/stop operations will be initiated by stored
commands generated by the EOC scheduling function, while memory
configuration, mode change, playback and communication link configuration
commands will be via real-time commands.

MODIS IK)U Pdiminary 33 8/23/93



20043115
26August1993

=—

Nominal SSR operations (see Figure 16 for the SSR operation profile) will be as
follows:

a.

b.

c.

d.

e.

f.

g“

The housekeeping telemetry data will be continuously recorded in the DCU
memory, overwriting the housekeeping buffer after approximately 3.5 orbits.
The housekeeping buffer will be played back only in the event of a Spacecraft
anomaly or to provide specific data for ground analysis.

The SSR will continuously record CERES, MOPIIT, ancillary and telemetry
data from the Low Rate Science Bus via the SFE into the Low Rate buffer.
This data will continue to be recorded even while the SSR is being played
back.

The SSR will record science data from the instruments via the SFE into their
respective buffers. The ASTER data may be recorded into one buffer or may be
sorted by VCID into four different bufferslnstrument data will continue to be
recorded even if the SSR is being played back during the record period.

The SSR saence data will be played back during each scheduled 10 minute
TDRSS contact (twice per orbit). The science data buffers will be played back i n
sequence, oldest data first, such that suffiaent space is available in each buffer
to accommodate the science data scheduled to be recorded before the next
TDRSS contact.

The ASTER and MISR buffers will be completely played back if possible.

The LOW Rate and MODIS buffers will nominally never be completely
emptied since the instruments will be continuously producing science
data. Playing back older science data while simultaneously recording new
science data will be the normal operational configuration.

SSR playback start and stop will ~’ controlled by ground command.
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Figure 16 SSR Operation Profile

MODJS IFWJ Prelimimuy 35 8/23/93



20043115

26August1993
‘L

4.1.6 Bus Data Unit

BUS Data Unit(s) (BDU) provide standard command and telemetrY interfaces
between the Spacecraft housekeeping components and instruments. The BDU is an
internally redundant device.

The BDUS collect, reformat and transmit housekeeping and instrument telemetry
data to the active CTIU via the C&T bus. The BDU provides analog/digital signal
conversion and conditioning.

The BDUS also receive command data from the active CTIU via the C&T bus,
processing and issuing the commands. BDUS may issue relay drive, logic pulse or
serial commands.

4.1.7 Initial Spacecraft Operation

The Spacecraft command and telemetry systems are active during all Spacecraft
mission phases, and are fully available to support initial activation and subsequent
operation of MODIS.

The Spacecraft operational orbit is acquired during the Spacecraft Operational
Initialization Phase. A complete housekeeping and instrument equipment checkout
is performed and a fully operational system state is established. The EOC activities
are augmented by Spacecraft engineering support from the contractor’s facility and
TBD Instrument Team representatives.

Figure 17 shows a typical time-line representation of the activities during the
Operational Initialization Phase.

~

OPERA TIONAL INITIALIZATION MISSION PHASE
OPERATIONAL

PHASE

3-5 DAYS

SPACECRA=
BUS

CHECKOUT I

DAY 90 (TBR)

4

INSTRUMENTS
I

OUTGASSING - ACTIVATION - ALIGNMENT - CALIBRATION

MATURE
OPERATIONS

FIGURE 17 OPERATIONAL INITIALIZATION PHASE ACI’IVITIES TIMELINE
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4.1.8 Spacecraft Maneuver Operations --

Throughout the EOS-AM mission, periodic orbit maintenance maneuvers are
executed by the Spacecraft to maintain the operational (705 km) orbit requirements.
The frequency of orbit adjusts is TBD. Each maneuver is planned and scheduled in
advance of execution. Orbit maintenance maneuvers are not enabled without
providing an opportunity for appropriate instrument reconfiguration, except in
Spacecraft emergency situations. The Propulsion Subsystem provides impulse for
orbit maintenance.

The Spacecraft is monitored by the Flight Dynamics Facility (FDF) through TDRSS
ranging, and by the EOC, which uses TDRSS Onboard Navigation System (TONS)
determinations. When required, orbital adjust calculations are performed to
determine the direction and length of the bum, and the required start time. These
calculations are used to generate stored commands. Upon completion of the burn,
Spacecraft orbital ~arameters are monitored to determine the need for further
c~rrection. Figure ~8 summarizes the steps described in paragraph 4.1.8

(BACKUP TO TONS)

TDRSS TRACKING TDRSS TONS

CALCULATE
- GROUND TRACK FDF

ERROR

PLAN FDF / EOC
ORBIT ADJUST

CALCULATE
FIRING

FDF / EOC
GENERATE &

LOAD STORED
COMMANDS

SCHEDULE &
PERFORM

EOC

ORBIT ADJUST

4 I

FIGURE 18 ORBIT MAINTENANCE SCENARIO
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4.1.9 Autonomous Operations

The Spacecraft Fault Detection, Isolation and Recovery (FDIR) System protects the
Spacecraft Bus and instruments in the event of survival-critical failures that occur
in the absence of ground command and control. To accomplish this, the FDIR
system autonomously switches the Spacecraft’s configuration (equipment
configuration and operating mode) in response to predefined survival-critical faults
to isolate faults and prevent propagation. The FDIR system resides mostly in the
SCC. This system provides autonomous action only if the fault detected is time
critical to Spacecraft survival.

The major Spacecraft functions assessed by the on-board FDIR system requires a
Flight Operations Team response in the event of function loss. The Flight
Operations Team takes predefined actions in the event a FDIR event is detected.

The Spacecraft Safe Mode or Survival Mode is entered only after unsafe conditions
or pending unsafe conditions are detected by the Flight Operations Team or the
Spacecraft on-board FDIR system.

The Spacecraft may autonomously transfer into Safe Mode which may involve a
degraded Spacecraft operation, and may also involve interruption of stored-
command execution (only in the case of SCC or CTIU/C&T Bus loss).

Safe Mode or Survival Mode recovery occurs in predefined ground command /
control steps only after detailed analysis and Spacecraft subsystems checkout and
Operational Readiness verification.

4.1.10 Spacecraft Bus Operating Modes

The Spacecraft Bus operating modes are defined by the minimum functional and
performance capabilities that are required to satisfy mission conditions and
constraints.

Transition between a primary mode and a back-up mode is initiated by either
Ground Command (stored or real-time) or on-board FDIR logic. The on-board
Spacecraft Bus computer [sCC] autonomously initiates a transition from a primary
mode (ie; Science Mode) to a back-up mode (ie; Survival Mode) following violation
of preselected FDIR criteria. Exit from a back-up mode to a functionally more
capable mode is by ground command only.

Figure 19 shows the Spacecraft operating modes available during each mission
phase and their status (primary availability or back-up availability).
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EOS-AM1SPACECRAFTMISSION PHASES
t 1

SPACECRAFT orbit

SYSTEM MODES Pre-Launch
Immch I Acquisition Orbit (lpemtional End of
Accent Initialization Acquisition Initialization Operational Miaaion

Ground Teat Mode P B

ImmchlAecent Mode P P

Standby Mode P P P“ B

Science Mode P P

Delta-V Mode P P P

Survival Mode B B B B B P

Safe Mode B B B B B B

P = PRIMARY MODS
B = BACKUPMODE

FIGURE 19 SPACECRAFT OPERATING MODES AVAILABILITY

The Spacecraft Bus system operating modes are:

a. Ground Test Mode. - The Ground Test Mode is a non-flight mode, used by
the Launch Operations Team, in the Re-Launch Phase f~llowing Spacecr~t to
Launch Vehicle integration. During the Ground Test Mode, the Spacecraft
Bus undergoes comprehensive performance testing. Instrument science will
not be tested during this mode but the integrity of instrument interfaces are
verified. No deployments will be performed during the prelaunch tests.

The Spacecraft is essentially in a check-out state receiving power from the
Launch Vehicle T - minus zero umbilical, at the launch pad. The Spacecraft
readiness for launch is established. The batteries are charged and equipment
powered, as required, for low rate telemetry and commanding. Telemetry is
provided to the Ground Support Equipment via the T - minus zero umbilical
Spacecraft 1 kbps health and safety telemetry will be multiplexed with the
Launch Vehicle telemetry and made available via the Launch Vehicle
telemetry and antenna systems after Spacecraft disconnect from the T - minus
zero umbilical. The software and data tables are loaded with the appropriate
parameters for Orbit Acquisition Initialization and Orbit Acquisition Phase
activities.

The Ground Test Mode is entered by ground command. The Ground Test
Mode is exited into the Launch/Ascent Mode for the Launch Phase upon the
Spacecraft going to internal power.
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h Launch/Ascent Mode - The Launch/Ascent Mode is a primary mode in
both the Launch/Ascent and Orbit Acquisition Initialization Phases. The
instruments are powered off with survival heaters enabled. Housekeeping
equipment is powered as required for low-rate commanding and telemetry,
with survival and operational heaters enabled.

The Flight Operations Team will monitor the Spacecraft telemetry received
via the launch vehicle when it becomes available. No direct Flight
Operations Team command/control involvement is necessary during the
Launch and Ascent, assuming nominal Spacecraft conditions and activities.

Upon detection of separation from the launch vehicle, preprogrammed logic
will be activated to perform major early mission activities, including:

● An attitude maneuver to obtain an Earth-oriented attitude

● Deployment of the solar array to support the bus load and begin battery
recharge

s Establishment of an S-band command/telemetry link, primarily with
TDRS via the omnis

s Deployment of the High Gain Antenna

. Enable the FDIR algorithms necessary for autonomous transition to
Survival Mode or Safe Mode in the event of predefined failures. These
algorithms will remain enabled throughout the subsequent mission
phases.

Launch/Ascent preprogrammed activities will, as a backup, accept real-time
ground commanded initiation, provided that a communication link with the
ground has been established.

Nominally, exit from the Launch/Ascent Mode to Standby Mode will be
ground commanded when the major early mission events (e.g. earth
acquisition, energy balance, High Gain Antenna deployment) have been
successfully completed. If an anomaly occurs after the Spacecraft has separated
from the launch vehicle, the transition from the Launch/Ascent Mode to
either the Survival Mode or Safe Mode may be commanded either by
autonomous on-board logic or by ground command.

c Standby Mode - Standby Mode is used during Spacecraft subsystem checkout
or as a back-up to the Science Mode, Although instrument science is not
supported in this mode, instrument housekeeping functions can remain
operational. Services provided during the Standby Mode include
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Full power is provided. The Spacecraft Bus maintains a positive energy
balance. The Spacecraft solar array tracks the sun.

Thermal control is provided.

Nominal S-Band Spacecraft Bus and instrument housekeeping (16 Kb) /
health and safety (1 Kb) telemetry are provided.

Commands are processed and distributed.

Spacecraft housekeeping,
operational.

The SCC is operational.

The Spacecraft Guidance
providing Earth-pointing

health, and safety data storage and retrieval are

and Navigation functions operate nominally,
(precision, if transition is from the Saence

Mode). l%e TONS system is operational with the Spacecraft ephemeris
loaded as back-up.

Science Mode -- The Science Mode is the primary mode used during the
Operational mission phase and during on-orbit instrument checkout. During
Saence Mode the Spacecraft Bus provides the full complement of resources.
Services provided during the Science Mode include:

●

●

●

●

●

●

Full power is provided. The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun.

S-Band Spacecraft Bus and instrument housekeeping / health and safety
telemetry are provided.

Science data transmission (real-time or playback) capability on the K-Band
and Direct Access System are provided.

Ancillary data and time-tagged navigational data functions are provided.

Commands are processed and distributed.

Spacecraft high rate and low rate data storage and retrieval are
operational.

The SCC is operational including High Gain Antenna pointing and
control.
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The Spacecraft Guidance and Navigation functions operate nominally,
providing precision Earth-pointing. The TONS system is operatiomd
with the Spacecraft ephemeris loaded as back-up.

Delta-V Mode - The Delta-V Mode is a propulsive mode used to raise
Spacecraft altitude from the injection oibit to mission operational altitude,
arcularize the mission orbit and to provide periodic correction to
maintain the mission orbit. At a minimum, in the Delta-V Mode, the
Spacecraft can be at suMval power levels, and at a maximum, the
Spacecraft can beat full power.

Best case: (such as planned Delta-V during the Operational Phase)

●

●

●

●

●

Full power is provided.

The spacecraft Bus maintains a positive energy balance.

The solar array tracks the sun with nominal rotation.

Science data transmission (real-time or playback) capability on the K-
Band and Direct Access System could be provided; however, fine
pointing and jitter control are not supported.

Anallary data and time-tagged navigational data functions are
provided.

Spacecraft high rate data storage and retrieval could be operational.

Worst case: (such as during the Orbit Acquisition Phase)

●

●

●

●

●

●

MODIS IK)U

SuMval power (degraded capability).

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft low rate data storage and retrieval are operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate providing
Earth-pointing; however, fine pointing and jitter control are not
supported. The TONS system is operational with the Spacecraft
ephemeris loaded as back-up.
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L Survival Mode -- The Survival Mode is a minii%al power or power critical
mode in which only essential Spacecraft functions (i.e., low-rate commanding
and telemetry, instrument survival heaters) are supported. Transition into
the Survival Mode causes non-essential housekeeping equipment to power-
down.

Instruments are commanded to take action to protect themselves and
establish a minimal power configuration. The Survival Mode is the primary
mode for the Launch/Ascent, Orbit Acquisition Initialization, Orbit
Acquisition, and End of Mission Phases. Services provided during the
Survival Mode include:

●

●

●

●

●

●

The solar array tracks the sun.

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft critical health and safety data storage and retrieval are
operational.

The SCC is operational. (Best case)

The Spacecraft Guidance and Navigation functions operate nominally,
provi~ing Earth-pointing,(best caselSun pointing wo~st case. The TONS
system is operational with the Spacecraft ephemeris loaded as back-up.

g. Safe Mode - The Safe Mode is a state in which the Spacecraft Bus is capable
of operating partially or completely independent of the SCC. Specifically, the
Spacecraft Bus operates in the Safe Mode as long as the Attitude Control
Electronics (ACE) performs the attitude control functions.

Safe Mode can be entered via ground command by the Flight Operations
Team. Safe Mode is entered autonomously under two circumstances. The
first is the loss of SCC - I’m OK - signal and the second is due to GN&C FDIR
action. Autonomous Spacecraft entrance into the Safe Mode due to GN&C
FDIR occurs if the GN&C FDIR detects an attitude error beyond a given
threshold and attitude control is
during the Safe Mode include:

Best case:

switched to the ACE. Se~ices pr~vided

“ Full power is provided The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun with nominal rotation.
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● S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

“ Science data transmission (real-time or playback) capability on the
K-Band and Direct Access System is provided.

c Ancillary data and time-tagged navigational data functions are
provided.

“ Spacecraft low rate and high rate data storage and retrieval are
operational.

● The SCC is operational.

c The Spacecraft Guidance and Navigation functions operate safely Earth
pointing with degraded pointing accuracy. The TONS system is
operational with the Spacecraft ephemeris loaded as back-up.

● Earth Pointing

Worst case:

“ Power for survival equipment and instruments

● No command / telemetry until the FOT re-establishes these functions
[Command and Telemetry Interface Unit (CTIU) failure scenario].

● SCC non-functional. No SCC services.

● Sun pointing

“ Thruster based attitude control

4.1.11 Spacecraft Bus - Instrument Operating Modes Relationships

The Spacecraft Bus operating modes and MODIS operating modes are
directly interrelated. The Spacecraft Bus provides predefine services and
resources for each of its operating modes. MODIS operates to predefine
tasks for each of its operating modes.

Table IV relates MODIS operating modes and the Spacecraft Bus operating
modes.
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TABLE IV
SPACECIUWT BUS AND MODIS MODES

MODIS INSTRUMENT MODE

SPACECRAFT
SYSTEMMODE Launch survival Safe Standby Outgas Stience

Ground Test x
Launch/&cent x

Standby x

Science x x x x x

Delta-V x

Sulvival x

Safe x
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4.2 Ground System

The EOS ground system provides the earth sciences community with a variety of
data products obtained from the Earth Observing System spacecraft. Data archiving,
distribution and user interface capabilities are provided. The ground system also
supports the command and control of the EOS-AM Spacecraft.

EOS-AM flight operations utilizes several NASA institutional support facilities
along with dedicated EOS facilities. These include the following

4.2.1 Space Network

The Space Network (SN) is the primary data transport system for relaying data
between the EOS-AM Spacecraft and the ground, and provides communication
resource scheduling support to EOSDIS. The SN elements together provide the
communications path between the Spacecraft communications subsystem and the
EOS Data and Operations System (EDOS). The SN has two parts:

a. The Tracking and Data Relay Satellite System (TDRSS). TDRSS comprises
the Tracking and Data Relay Satellites [TDRS(S)], the White Sands Ground
Terminal (WSGT), and the Second TDRS Ground Terminal (STGT), also
located at White Sands.

lx The Network Control Center (NCC) at the Goddard Space Flight Center
(GSFC). The NCC is the operations center for all SN activities. It provides
operational management of all elements of the SN and is responsible for all
scheduling activities for the TDRS(S) and ground terminals. The EOC
interfaces with NCC for scheduling SN resources. The NCC implements
operations, executes schedules, and performs link monitoring and fault
isolation.

Figure 20 depicts a top level view of the Space Network scheduling process.

The nominal plan for TDRSS support calls for two contacts 10 minutes in length,
per EOS-AM orbit. The requirement for support is submitted with the speafic
timing of support services left to be scheduled by the NCC. A forecast schedule of
TDRSS support intervals is released by the NCC approximately one-two weeks
beforehand. Contingency/emergency support arrangements can be made with 10
minutes advance notice.

Figure 21 shows a timeIine of Space Network and EOC scheduling activities during
a normal forecast scheduling period and an active scheduling period.
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4.2.2 Flight Dynamics Facility

The Flight Dynamics Facility (FDF) is an institutional facility located at GSFC that
provides orbit, attitude, and navigation computational services in support of flight
projects. Prelaunch services include mission design analysis, trajectory analysis,
sensor analysis, and operations planning. Operational support services include orbit
and attitude determination, anomaly resolution, orbit adjustment planning and
maneuver support, sensor calibr~tion,
generation of planning and scheduling data

MODIS IIWU Prelimimry 48

post mission velocity analysis, and
products.

8/23/93



20043115

26August1993
--

The FDF provides operational support to the EOS-AM Spacecraft. The FDF interacts
directly with the EOC to provide TONS operations support, orbit adjustment
support, and post maneuver verification of spacecraft parameters. In addition, FDF
provides the EOC with TDRS and EOS-AM Spacecraft ephemeris loads and
predictions for planning and scheduling support.

The FDF routinely provides predicted orbit information for use in flight operations
and definitive data for scientific data processing (when requested). The FDF
generates planning aid data to support both long and short term operational
planning activities and for use in command generation processing. Performance
monitoring data is extracted from planning aid data sets, or generated separately;
this data is provided to the EOC for use in verifying proper Spacecraft operation
during real-time contact intervals. The FDF operates seven days per week to
generate predictive orbit data for use in daily command generation processing. The
short-term planning aid data used in daily planning activities is generated/updated
TBD, while long term pIanning aid generation is scheduled to support specific long
term planning activities whenever they occur.

4.2.3 NASA Communication Network

Together with the EOS Communications Network (ECOM) (Section 4.2.6.2), NASA
Communication Network (NASCOM) provides the set of circuits, switching, and
terminal facilities for operational telecommunications support of the EOS project.
Both networks provide a high level of security for the command, telemetry, and
other information directly related to the spacecraft operations that they support.
NASCOM provides the communications between the Earth Science Data
Information System (ESDIS) and the NCC (and possibly other institutional systems),
either directly or via ECOM gateways.

4.2.4 Science Support Networks

Other NASA networks that support EOS science communications include the
Program Support Communications Network (PSCN) and the NASA Science
Internet (NSI):

a. The PSCN provides programmatic and administrative data communication
services between NASA Headquarters, NASA centers, and other users. The
PSCN Control Center, located at Marshall Space Flight Center (MSFC), has
overall responsibility for scheduling, software development, maintenance,
and monitoring of the PSCN.

b. The NSI is a multi-disapline and multi-project network that is operated by
the NSI Project Office at NASA’s Ames Research Center (ARC), NSI provides
data access and interchange among a wide variety of NASA saence
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disaplines. It provides direct user access to several disciplines supported
by ESDIS and gateways to other networks that will be part of the ESDIS
Science Network (ESN).

4.2.5 Alternate Space/Ground Links

In the event that the Spacecraft is unable to communicate through TDRSS, NASA
ground stations link the Spacecraft with the EOC for housekeeping and health and
safety data. The ground stations include the following:

a. Deep Space Network (DSN).
b. Ground Network (GN).
c. Wallops Orbital Tracking Station (WOTS).

4.2.6 Earth Observing System Data and Information System

The Earth Observing System Data and Information System (EOSDIS) ground system
consists of EDOS, ECOM, and ECS.

4.2.6.1 EOS Data and Operations System

The EOS Data and Operations System (EDOS) is a component of the EOS Ground
System which provides an interface between the White Sands Ground Terminals
and other EOS Ground Systems like the EOC, ASTER Instrument Control Center
(ICC), and the DAACS. The interface between EDOS and the DSN, GN, WOTS, and
Direct Playback stations is TBD.

EDOS processes data which conforms to the CCSDS recommendations.

For telecommand services, EDOS provides an asynchronous interface with the EOC,
while providing a synchronous interface with the White Sands Ground Terminal.
EDOS receives CCSDS Command Link Transmission Units (CLTUS) from the EOC
and provides the CCSDS protocol for transmission of the data to the White Sands
Ground Terminals.

For telemetry services, EDOS provides several data processing functions:

a) For data requiring real-time transmission (i.e., real-time housekeeping data to
the EOC), EDOS extracts packets from the S-band downlink and transmits
the packets with a minimum of delay at the rate received. In addition, EDOS
provides a time tagging function which will allow for accurate spacecraft
time determination.
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b) EOS-AM data transmitted via the high-rate science link (i.e., the K-band
link), undergoes level zero production data processing at EDOS. Playback
data is forward ordered if necessary, and data sets are generated which
contain time ordered packets (all with the same A.PID) with quality and
accounting information appended. The size of the data sets generated is
predetermined, so one data set may contain data from one or more TDRSS
contacts. Overlap between TDRSS contacts is eliminated where it occurs.

Level zero processed data sets are available for delivery to destinations
within 21 hours of receipt of all the required data.

c) Up to 5’ZO of the total data generated by the spacecraft may receive quick-look
processing at EDOS. Quick-look processing is a means of delivering
science/engineering data to a destination within approximately one hour of
its receipt at EDOS. Any data included in a quick-look processed data set is
also included in a routine level zero production processed data set. Quick-
look processed data sets are limited to data received during a single TDRSS
contact. The data in a quick-look processed dataset may include all of the data
associated with the specified APID received during the TDRSS session or only
those packets for the specified APID that have a special secondary header flag
set (quick look flag).

d) Another EDOS processing option is rate buffering. This option is intended to
capture downlink data at a high data rate and deliver that data to a
destination at a different, lower data rate with minimal processing delays.

Rate buffered data sets are files of packets for a single APID with limited
quality and accounting information appended.

EDOS provides an interface to the EOC, ICC, and DAACS for realtime spacecraft
monitoring, data accounting, fault isolation, and configuration management.

4.2.6.2 EOS Communication Network

The EOS Communication Network (ECOM) is a facility system that supplies
supporting services to EOSDIS. ECOM provides the set of circuits, switching, and
terminal facilities for operational telecommunications support specific to the EOS
project. Together with NASCOM, ECOM provides a high level of security for the
command, telemetry, and other information directly related to the Spacecraft
operations. ECOM provides the data transport path from the EDOS elements to
various other elements of EOSDIS, including the EOC and ASTER ICC. ECOM
supports a variety of bandwidths and uses state-of-the art communications
methods, including fiber optics and domestic communications satellites.
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4.2.6.3 EOSDIS Core System

The EOSDIS Core System (ECS) has the following three segments:

a. The Flight Operations Segment.
b. The Science Data Processing Segment.
c. The Communication and System Management Segment.

4.2.6.3.1 Flight Operations Segment

The Flight Operations Segment (FOS) manages and con~ols the EOS-W Spacecraft
and its instruments.

The FOS comprises the following three basic elements:

a. The EOS Operations Center

The EOS Operations Center (EOC) faality serves as the focal point for EOS-
AM Spacecraft real-time flight operations. The EOC will be located at
GSFC. Figure 22 shows the EOC staffing structure and relationships with
other EOS-AM Project related entities.

The flight operations elements responsible for the health and safety of the
Spacecraft are located at the EOC. The FOT performs the detailed flight
operations planning and scheduling, command, control, and real-time
monitoring of the Spacecraft. The spacecraft engineering group, located at the
EOC, is responsible for detailed Spacecraft performance analysis and produces
periodic spacecraft subsystem performance reports.

Housekeeping, engineering, and instrument quick-look processed science
data are also analyzed to support flight operations and to support Spacecraft
and instrument engineering.

The FOT coordinates MODIS operations with the Spacecraft and other
instruments. Working with the MODIS PI via the Instrument Support
Terminal(s), the FOT plans and schedules the MODIS and Spacecraft
operations.

The EOS-AM spacecraft contractor provides a spacecraft simulator, which is a
hybrid of the Spacecraft Bus Command and Data Handling (C&DH)
subsystem and special simulation software. This simulator supports ground
tests and training. The simulator will be located at the EOC.
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FIGURE 22 EOC STAFFING STRUCTURE

Specific EOC command and telemetry database requirements for the MODIS
instrument are defined in Appendix II and Appendix III, respectively.

Speafic requirements for EOC computer processing of MODIS telemetry data
are defined in Appendix III.

Speafic requirements for MODIS uplink transmissions are defined in
~ppendix ~1,while MODIS uplink
within Appendix III.

b The Instrument Control Center

verification requirements are included

There is no Instrument Control Center (ICC) for MODIS.
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Instrument Support Terminal

An Instrument Support Terminal (IST) is a software toolkit hosted on the
MODIS Principal Investigator (PI) workstation. The MODIS IST workstation
provides access to EOC based information and functions. It also provides for
the exchange of data between the EOC and other instrument support systems
at l?I/TL or instrument team locations.

One or more ISTS (TBD) may be av~lable to enable the MODU pI to
participate in the planning, scheduling, commanding, and monitoring of the
MODIS instrument. The procedures for these interfaces are TBD and are
furnished by the ECS contractor.

Figure 23 shows the MODIS 1ST user perspective.
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The MODIS IST provides for the exchange of data with the EOC.
Other instrument support systems at the MODIS PI location (e.g., for transfer
of instrument microprocessor loads and dumps) also utilize the 1ST.
Different authorized individuals may use the 1ST to perform different
functions in support of MODIS operations (e.g., some IST users may support
planning and scheduling; others, anomaly resolution).

During the ECS development phase, the PI and the Earth Science Data

Information System (ESDIS) project will negotiate the ~location of
instrument operations functions to the MODIS 1ST.

The ISTS run on a wide range of computer platforms that conform to
industry standards. The MODIS PI is responsible for ensuring that the
hardware that hosts the 1ST meets these standards and for integrating
the toolkit with the hardware and other PI applications.

4.2.6.3.2 Science Data Processing Segment

The Science Data Processing Segment (SDPS) provides processing and distribution
for science data and a data information system for EOSDIS. It consists of the
following three kinds of elements:

a.

b.

c.

The Distributed Active Archive Centers (DAACS) – The DAACS will process
data from the instruments to standard level 1-4 products, provide short- and
long-term storage for EOS and selected non-EOS data, and distribute the data
to users. Each is composed of a Product Generation System (PGS), a Data
Archive and Distribution System (DADS), and a portion of the distributed
Information Management System. SeveraI DAACS are distributed around
the United States.

The Information Management System (IMS) - The IMS is a distributed data
and information management service that includes a catalog system in
support of user data selection and ordering. The IMS is distributed but
will function as a single integrated information and data management
service from the point of view of the user. The IMS therefore presents the
same comprehensive view of the EOSDIS from any IMS access node.

The Saence Computing Faalities (SCFS) - SCFS are located at science
investigator sites-and ire used to develop and maintain algorithms,
produce data sets, validate data and data products, and analyze and synthesize
EOS and other data to expand knowledge about the Earth system and its

components.
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The SDPS performs the EOSDIS functions of processing and archiving data from the
EOS instruments and data from other earth saence projects.

4.2.6.3.3 Communication and System Management Segment

The Communication and System Management Segment (CSMS) provides
communications, networking, system-wide network management, and
site/element operations management. This segment contains the following two
elements:

a. The System Management Center (SMC) - A system management service for
EOSDIS ground system resources.

b. The EOSDIS Science Network (ESN) - A communications network and
services providing for the electronic distribution of data among the DAACS,
SCFS, and other related science facilities.

The CSM.S performs the EOSDIS functions of providing access to and distribution of
EOS data products, networking capabilities, and the exchange of items such as data
and algorithms.
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5 FUNCI’IONAL RESPONSIBILITY ALLOCATIONS

The allocations of responsibility for performing various operational functions in
support of MODIS flight operations are understood to be as follows:

5.1 Plaming and Scheduling

Planning and scheduling has the objective of producing a detailed schedule for the
activities of the EOS-AM Spacecraft (Spacecraft Bus and AM Instrument Set). The
Flight Planning and Scheduling Group (IT%@, a segment of the FOT, is responsible
for producing the integrated Spacecraft detailed activity scheduIe.

The planning and scheduling process includes the following three steps:

a.

h

c.

The

A long-term mission planning phase.
Long-term mission planning for the Spacecraft begins up to 5 years before
the activities being planned and produces or updates the Long-Term Science
Plan (LTSP) and Long-Term Instrument Plans (LTIPs).

An initial scheduling phase.
Initial scheduling, whose primary objective is to secure the SN resources for
flight operations for the target week, begins about 3 weeks before the target
week and uses baseline activity profiles, activity lists and/or activity
deviation lists.

A final scheduling phase.
Final scheduling, which begins after the instrument and Spacecraft subsystem
activity lists are generated, produces a detailed activity schedule for the
Spacecraft Bus and the instruments. This schedule forms a basis for
commanding the Spacecraft.

science community and the FOT will integrate science and Spacecraft
information in the planning and scheduling process.

Investigator Working Group

Project Scienti5t

Principal Investigators &
Instrument Teams --’!I Flight Plenning & Scheduling Group

On-line Operations Team(s) I

I Off-line Engineering Group I
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5.1.1 Long Term Planning

The project scientist produces, with the Investigator Working Group (IWG)
recommendations, a LTSP for the Spacecraft. The PIs/TLs produce L~Ps for their
respective instruments. The FOT uses these long-term plans to develop a long-term
Spacecraft operations plan.

The lWG recommends guidelines and overall science objectives to the Project
Scientist, who defines policy. The IWG has representatives from each of the
instruments. The IWG meets regularly, at least every 6 months (usually every
three months). The LTSP presents science objectives for the Spacecraft establishes
science mission priorities to be used in later scheduling, and recommends
approaches for satisfying scientific objectives. The LTSP also defines special events
and specifies requirements for coordination between instruments.

The MODIS PI has responsibility for the MODIS L~l? The MODIS L~ also contains
planned routine background operations for ongoing observations or operations that
are related to routine calibration and maintenance activities.

The FPSG has the responsibility for Spacecraft planning. Some of the Spacecraft Bus
subsystem activities that the FPSG manages are directly related to science and to
Spacecraft Bus subsystem operations; these include the power, command and data
handling, and communications subsystems. Others support Spacecraft
maintenance, including battery management and orbit maintenance. The FPSG
formulates long-term spacecraft operations plans and keeps the IWG and the
MODIS PI informed of changes in Spacecraft operations, including predicted
frequencies in which science operations are affected for maintenance.

5.1.2 Initial Scheduling

Initial scheduling has the objectives of securing the required SN resources from the
NCC. The FPSG identifies the SN resources required for Spacecraft Bus subsystem
operations (e.g., TONS operations, orbit adjustment operations). Based on the
baseline activity profiles, instrument activity lists, and activity deviation lists (if
any) for the instruments, and the SN resource needs for the Spacecraft Bus
subsystems, the EOC estimates on-board Solid State Recorder usage and SN resource
needs and develops a TDRSS schedule request. The FPSG sends the schedule
request to the NCC and negotiates with the NCC as necessary to secure the best
possible SN resource allocations.

On the basis of the TDRSS schedule, the Spacecraft Bus activities required and
instrument activities, the FPSG develops a preliminary Spacecraft activity schedule,
which it makes available to all instruments. The MODIS PI has access to available
scheduling information via the IST. This global information includes the plans
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(e.g., LTSE LTIPs, and long-term Spacecraft operations plan), orbit information (e.g.,
scheduling aids from the FDF), a TDRSS schedule for the target week, and the most
current preliminary Spacecmft activity schedule

The MODIS PI expresses changes of scheduling needs with operations requests,
which contain activity deviation lists, and provides them to the FPSG. The MODIS
PI acknowledges the “no change to operating instructions” by the use of TBD
provided to the FPSG on a TBD schedule.

The Spacecraft Bus subsystems undergo initial scheduling. From the long-term
Spacecraft operations plan, the FPSG identifies the activities that the subsystems
must perform during the target week. Based on these activities, the FPSG generates
an initial activity profile. The FPSG uses the activity profile to identify the
Spacecraft Bus subsystems’ SN resource needs.

After validation of the activity profile, the FPSG generates a TDRSS schedule
request and sends it to the NCC, about 2 weeks before the target week. For about a
week after the submission of this TDRSS schedule request, the FPSG can negotiate
with the NCC for the best SN resource allocations. A week before the target week,
the NCC provides the active TDRSS schedule to the FPSG. Based on the TDRSS
schedule and other resource profiles, the FPSG builds a preliminary Spacecraft
activity schedule for the target week.

5.1.3 Daily Planning and Scheduling

The FPSG is responsible for overall coordination of daily Spacecraft operations
planning and scheduling activities. The MODIS PI is responsible for reviewing the
daily Spacecraft operations plan.

Final scheduling has the objective of producing for the Spacecraft a detailed activity
schedule on which commanding will be based. Final scheduling is based on the
preliminary activity schedule and any new input that has been accepted since the
preliminary activity schedule was developed.

The FPSG combines the activity deviation lists, if any, with the corresponding
baseline activity profiles to produce instrument activity lists. The FPSG develops
the Spacecraft subsystem activity lists. Based on the instrument and Spacecraft
subsystem activity lists the FPSG, using EOC resources, generates a detailed activity
schedule for the Spacecraft. The FPSG can normally perform final scheduling
without any input from the MODIS 1ST.

As in initial scheduling, the MODIS PI can access scheduling information using the
1ST.

Scheduling conflict resolution

MODIS IK)U FM-

is TBD.

59 8/23/93



2004311S

26August1993
‘L

5.1.4 Planning Aids

Planning aids which pertain to long-term and daily flight planning activities are
generated by the EOSDIS and FDF, and are available to the MODIS PI.

The planning aidaccess details are TBD andarethe responsibility of the EOSDIS
Core Systems contractor.

5.2 Uplink Generation

The uplink generation process translates the Spacecraft detailed activity schedule,
instrument microprocessor loads, and other information to be stored into Spacecraft
command loads ready for uplink transmission. This process will be performed
using TBD procedures. The MODIS PI is responsible for generating all MODIS
control sequences which are used to implement planned instrument operations.
The FPSG is responsible for generating control sequences which are used to
implement planned Spacecraft Bus operations. The MODIS PI is responsible for
ensuring that the MODIS commands in the command database are current and
correct.

The MODIS PI is responsible for defining MODIS constraint checks, constraint
violation resolution ground rules, and for performing checks on MODIS
microprocessor load sequences. Specific constraint check requirements for MODIS
are defined in Appendix II.

The FPSG is responsible for coordinating the processing of Spacecraft and
instrument operating schedules into uplink loads. The primary point of contact
between the MODIS PI and the Flight Operations Team is TBD.

Spacecraft commanding (real-time uplink commands, realtime microprocessor
loads to the instruments, real-time commands to the SCC, and stored SCC
commands) has the purpose of directing the spacecraft and instruments to perform
the activities as scheduled or as needed. This function has the following three
major activities:

a. Normal commanding, which implements the Spacecraft Bus and instrument
activities that have been specified in the Spacecraft detailed activity schedule.

b. Implementation of late changes to the scheduled course of activities as
necessitated by late changes to the Spacecraft detailed activity schedule.

c. Emergency/contingency commanding required for safe operations of the
Spacecraft Bus and instruments.
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Command assoaated activities also involve command data validation, command
verification, onboard memory management, and command history maintenance.

Stored SCC commands generated for MODIS are typically composed of absolute
time commands. An absolute time command has associated with it a well-defined
execution time.

The assignment of command related responsibilities for MODIS to the PI and the
FOT are TBD. The FOT uplinks commands for MODIS as specified byTBD approved
plans and activities.

The FOT is responsible for uplinking scheduled MODIS command loads. The PI
may also request the FOT to initiate real-time commands. The FOT is responsible
for generating, validating, deconflicting, and maintaining the command data for the
Spacecraft Bus subsystems. The SCC software is the responsibility of the Spacecraft
Bus contractor. The FDF provides the FPSG with required parameters for TONS
operations and orbit adjustment operations. The FPSG incorporates the appropriate
parameters into SCC-stored commands and SCC-stored Spacecraft tables.

5.3 Real-Time Operations

The Flight Operations Team is responsible for all aspects of real-time contact with
the Spacecraft. The ECS contractor, using EOC resources, is responsible for
processing real-time telemetry data to:

a. Determine the status of various Spacecraft systems.
b. Monitor the health and safety of Spacecraft Bus subsystems and each EOS

AM instrument.
c. Generate displays for use by the FOT.

The EOSDIS Core System contractor is responsible for 1ST display generation. The
method and implementation are TBD.

The FOT is also responsible for generating and transmitting all real-time
commands, for transmitting the stored command loads, and for verifying all uplink
transmissions. Specific uplink verification requirements for MODIS are defined in
Appendix III.

The FOT is responsible for implementing the daily Spacecraft operations schedule
under normal circumstances, and for taking appropriate action to preserve
Spacecraft health and safety. The MODIS PI is responsible for defining health and
safety monitoring and reaction procedures for MODIS, and the Flight Operations
Team is responsible for implementing these procedures. Specific MODIS health and
safety monitoring and action requirements are defined in Appendix 111 and
Appendix IV, respectively.
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The MODIS PI is also responsible for advising the FOT of any changes in MODIS
operating characteristics, capability, or in plans for MODIS utilization which should
be factored into any aspect of real-time operations. The FOT is responsible for
advising the MODIS PI (directly, or indirectly via the FPSG) of anydeparturefrom
planned operation of MODIS.

5.4 Performance Verification

Verification of operational performance is required for all Spacecraft Bus subsystems
and MODIS in order to maintain an up-to-date knowledge of Spacecraft operating
characteristics, capabilities, and limitations. Performance verification results will be
used in science data analysis/evaluation and as an input to ongoing science and
operational planning activities. The MODIS PI is responsible for verifying all aspects
of MODIS instrument performance, and the FOT is responsible for verifying the
performance of Spacecraft Bus subsystems throughout the Spacecraft mission. The
SDF at the Spacecraft contractor’s facility supports the FOT in verifying Spacecraft
Bus flight software performance relating to on-board operation. The MODIS PI is
responsible for MODIS performance verification requirements. The FOT and
MODIS PI are both responsible for advising the EOS-AM Science Team all/any
performance verification results which are pertinent to the planning of future
mission operations.

The FOT is responsible for maintaining a log of all uplink activities, which includes
for each uplink activity the command data uplinked, the start and end times, and its
receipt by the C&DH. The FOT, using EOC resources, also maintains information on
whether stored command data are correctly stored in the SCC memory and
information on whether the SCC-stored commands are dispatched successfully to
the intended destination entities. For real-time commands, the FOT maintains
information regarding command execution by the Spacecraft Bus subsystems. The
FOT will verify MODIS microprocessor loads via checksum or TBD method.

Similarly, the MODIS PI is responsible for maintaining information on whether the
stored or real-time instrument commands are successfully executed by MODIS
(Details are TBD). The MODIS PI is also responsible for maintaining information on
whether the instrument microprocessor loads are correctly loaded and executed
(Details are TBD).

Command histories are maintained by the FOT and MODIS PI.

5.5

The
and

Database and Software Maintenance

Spacecraft SCC and MODIS instrument microprocessor will contain software
database information which are subject to in-orbit maintenance. The EOC

computer systems contain a database which supports command
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telemetry processing operations; and all ground system elements contain software
subject to maintenance. The configuration of each software system and database are
controlled with update procedures coordinated to maintain consistency between the
EOS-AM Spacecraft and ground system and between various ground system
facilities.

The FOT has overall responsibility for coordinating software and database
maintenance activities to insure system-wide consistency. The Software
Development Faality (SDF) has responsibility for the Spacecmft Bus flight software.

The FOT is responsible for defining and verifying variable-parameter modifications
for the allocation of command storage memory within the SCC, and for
implementing SCC flight software and database modifications. The MODIS PI is
responsible for maintaining all MODIS instrument microprocessor software and
database contents for MODIS.

The FOT is responsible for maintaining all Spacecraft Bus subsystem parameters
within each ground system database and for maintaining the core definitions of all
individual commands within the EOC systems. The FOT is also responsible for
maintaining the core definition of all downlink telemetry functions within the EOC
database for which EOC processing of any type is required. The MODIS PI is
responsible for providing to the EOC the parameter values which define all MODIS
commands and telemetry functions (e.g., serial magnitude commands having
specific bit patterns or variable sub-fields; telemetry functions contained within an
instrument-controlled format structure). The MODIS PI is responsible for defining
all other ground system database information updates which relate to MODIS (i.e.,
command sequences, constraints, verification procedures; activity definitions;
telemetry calibration data, limit-check threshold levels, derived function
definitions, display formats).

The ESDIS Project is responsible for the maintenance of Code 500-supplied ground
system software, and the EOSDIS Core System contractor for implementing the
associated database modifications. The FOT is required to remain cognizant of
database content and status within the EOC. The FOT interacts with the MODIS PI to
implement any database updates which are pertinent to MODIS. The ECS contractor
provides the database manager software for the EOC database.

5.6 Early Orbit Operations

The early orbit operations responsibility for performing various operational
functions in support of MODIS flight operations are understood to be as follows:
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5.6.1 Launch - Orbit Acquisition Mission Phases

The MODIS PI is responsible for defining any command sequences, EOC displays,
and contingency procedures which should be available during launch through the
Orbit Acquisition mission phase operations in order to assure the health and safety
of MODIS. Specific MODIS requirements for pre-activation attention are defined in
Appendix IV.

The launch vehicle places the Spacecraft in the injection orbit; and the Spacecraft
senses separation (Spacecraft from launch vehicle). Data is relayed from the
Advanced Range Instrumented Aircraft (ARIA) to the EOS Operations Center.
Figure 24 shows the Launch / Ascent phase timeline.

The FOT is responsible for the following activities:

a.

b.

c.

d.

e.

Monitor Spacecraft Bus housekeeping telemetry (La~~ / Ascent speafic
display sets).

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored commands execution.

Spacecraft scheduling and planning.

During the Orbit Acquisition Initialization phase, a positive Spacecraft energy
balance and an S-Band communications link are established. A stable earth-oriented
attitude is attained and art onboard orbit estimate is obtained.

The FOT is prepared to take command and control of the Spacecraft and are
responsible for the following activities:

a.

b.

c.

d.

e.

f.

Monitor Spacecraft Bus housekeeping telemetry (ph=e specific display sets).

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored commands execution.

Verify Earth acquisition.

Verify Solar Array deployment and solar tracking.
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g. Verify High Gain Antenna deployment.

h. Verify command and control capability.

h. Spacecraft scheduling and planning.

E T~
500 km Perigee Injeetion Orbit

LAUNCH (MINUTES)

GO TO INTERNAL POWER (MINUTES)

NOTE This timeline was developed by the EOS System Engineering Group.
Please note that it is preliminmy and as deffition of the Launch Vehicle System
and sequence timing is developed, this timeline will be updated

L

FIGURE 24 LAUNCH /ASCENT PHASE “l”lMkLINb
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Orbit Acquisition phase, the Spacecraft performs a series of delta-V
(significant change in velocity vector). The FDF and F1’SG are

for calculating burn parameters, planning the delta-V maneuvers,—.
calculating the required firings, scheduling, and performing the maneuvers. Figure
25 shows a timeline of the planned maneuvers. Figure 26 shows an activity flow.

The FOT is responsible for the Spacecraft operation and the following activities:

a.

b.

c.

d.

e.

f.

g“

h.

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify Spacecraft Bus resources.

Verify stored command execution.

Coordinate the FDF Delta-V data inputs to the EOC.

Verify on-board Solid State Recorder

Real-time command and controI.

Spacecraft scheduling and planning.

status.
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*

I ORBIT ACQUISITION MISSION PHASE OPERATIONAL
INITIALIZATION

PHASE
I -3 DAYS

(TBR)

1SPACECRA17
BUS

DAY 7 (TBR)

PRELIMINARY
CHECKOUT

4

OPERATIONAL ORBfT ACQUISITION
- ADJUSTMENTS -

● 8 to 12 Large Adjustment Burns.

L

SPACECRA~
BUS

- Raise Perigee. CHECKOUT

Burns Will Be 15 min. to 20 min. INSTRUMENT
ACTIVATION

. Inclination CorrectIon.

- Goal -- Maximize Time to Next Inclination
Correction Maneuver.

Plan To Slew Spacecraft 900 During Eclipse.
- Fire At Ascending Node.

One Burn will Be -12 min.

● Several Small Adjustment Burns.

- Eccentricity Vector Control.
- Semi - Major Axis Control.
- Acquire Reference Ground Track.

Burns Will Be Calculated and Planned
by FDF and EOC.

● Inltlal On-Orbit Checkout

NOTE: This !imeline is prelimina~ and as operational details are developed and
become available, updates will be made.

.—
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NOTE:
UP TO 8 HOURS
OF TRACKING
BETWEEN BURNS.

v

PLAN
AND FDF / EOC

MANEUVER
COMMANDS

SCHEDULE & EOC

ORBIT ADJUST

NOTE:
8 TO 10 6URNS
ARE EXPECTED.

FIGURE 26 DELTA-V ACTIVITY FLOW

5.6.2 Activation

Spacecraft activation follows the launch through Orbit Acquisition phases, and
leads into orbital mission operations. Most activation events occur over a period of
several weeks during the Operational Initialization phase. The MODIS PI is
responsible for all MODIS activation plan, and is expected to provide the MODIS
contribution to the initial Spacecraft activation plan. The FOT is responsible for the
Spacecraft Bus activation plans and procedures.

The MODIS PI or designated representative(s) is present in the Em during each

MODIS activation event and has direct responsibility for MODIS activation
procedures within the EOC. The FOT supports the MODIS PI or designated
representative(s) in implementing instrument activation procedures, and
coordinates initial MODIS operations with other Spacecraft Bus and instrument
activation events throughout this phase of operation. Specific requirements for FOT
and MODIS PI support are TBD. Activities during MODIS instrument activation are
defined in Appendix VI.

The FOT is responsible for the activation and checkout of the Spacecraft subsystems
and the foIlowing activities:
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a.

b.

c.

d.

e.

f.

g“

h.

i.

j“

k.

1.

--

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify MODIS health and safety data.

Coordinate the MODIS operations with the Instrument Team.

Monitor and verify Spacecraft Bus resources.

Spacecraft scheduling and planning.

Stored command table loads.

TDRS and EOS-AM Spacecraft ephemerides load.

Instrument microprocessor loads (if required).

Memory dump verification (if required).

Verify stored commands execution.

Coordinate the FDF data inputs to the EOC for required Delta-V..
operations and TONS. -

m. Verif y SSR status and management initialization (normal operation).

n. Spacecraft and Ground Systems operational phase readiness verification
and turn-over to the Spacecraft mature operations.

5.6.3 Transition to Orbital Operations

After the EOS-AM Spacecraft Bus and instruments are fully activated, Spacecraft
operations transitions into the Operational mission phase. When this occurs, the
normal daily flight operations planning and scheduling process begins along with
normal ground system operations.

The FPSG uses the MODIS baseline activity profile (provided before launch by the
MODIS PI), unless an operations request containing an activity deviation list is
received from the MODIS H, to generate MODIS instrument activity lists.
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5.7 Spacecraft Maneuvers

Several types of maneuvers are executeci by the Spacecraft at predefined points
throughout the EOS-AM mission. A nominal long-term schedule of maneuver
events is available prior to launch, and is maintained current along with other
long-term planning information. The EO%AM Science Team will be responsible for
factoring the maneuver schedule into the long term science plan, and for
establishing overall compatibility between this schedule and planned science
operations. The FOT is responsible for maintaining maneuver schedule currency,
and for notifying the EOS-AM Science Team (via the Project Scientist) of maneuver
schedule changes.

The FOT has responsibility for all maneuver operations. The FOT and FDF are
jointly responsible for the detailed planning of each Spacecraft maneuver and the
FOT is responsible for maneuver execution. For orbit adjust maneuvers, the FDF is
responsible for developing plans for corrective firings of the orbit adjust system and
also is responsible for providing planning aid and operational data updates to reflect
maneuver results. The FPSG coordinates with the FDF to schedule speafic
maneuver events consistent with long term science plan intent and is responsible
for scheduling instrument operations to accommodate maneuver implementation.
The MODIS PI is responsible for defining all maneuver accommodation
requirements (including speaal command sequences, EOC displays, etc.) for MODIS,
for reviewing the maneuver operational plans, and for advising the FOT, as
appropriate, of any concerns regarding these plans. Speafic MODIS requirements for
Spacecraft maneuver accommodation actions are defined in Appendix IV.

5.8 Special Observations

The FOT is responsible for coordinating with the MODIS PI regarding any special
observation activities, such as TBD, which may affect MODIS.

Specific MODIS requirements for special observation actions are defined in
Appendix IV.

5.9 Contingencies

In the event that a Spacecraft emergency situation develops, the FOT is responsible
for taking whatever action is appropriate to preserve Spacecraft health and safety.
The FOT requests emergency support from the NCC. If TDRSS cannot be used or is
not available, the NCC works with the DSN/GN/ WOTS for support. The FOT
utilizes emergency support, as available, to establish a safe Spacecraft configuration.
First priority is given to mission critical functions (i.e., communications, power,
attitude control), and then to establishing a safe configuration for the EOS-AM
instruments and other Spacecraft Bus subsystems.
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The MODIS PI is responsible for defining the safe/survival configuration(s) for
MODIS, and the command sequences necessaryto establish that configuration.
Specific MODIS requirements for contingency actions are defined in Appendix IV.

If the Spacecraft enters Safe Mode or Survival Mode, the FOTis responsible for
verifying/establishing a safe configuration for each instrument and Spacecraft Bus
subsystem. The FOT notifies the MODIS PI that the Safe Mode or Survival Mode
has interrupted normal operation, and of resulting MODIS instrument status. The
MODIS PI is responsible for advising the FOT of any need for further priority
attention to MODIS. The MODIS PI is also responsible for defining any reactivation
procedure to be followed in restoring normal instrument operation. The FOT is
responsible for implementing all Safe Mode or Survival Mode reaction and
recovery operations. These actions will include:

a.

b.

c.

d.

e.

f.

g“

h.

Initiate the appropriate contingency procedure.

Recover and analyze stored housekeeping / health and safety data from the
on-board data storage device (if possible).

Notify the MODIS PI to coordinate actions that may have occurred which
relate to instrument operation.

Notify cognizant engineering and management personnel.

Request appropriate institutional support.

Analyze associated telemetry data available for problem isolation.

Initiate a corrective action plan if applicable.

Continue to monitor real-time telemetry if available, and log all events.

The FOT notifies the MODIS PI in the event an instrument health or safety incident
is discovered by the Flight Operations Team. The FOT follows predefined
instructions as prescribed by the MODIS PI. The FOT has available and maintains a
set of “safing” commands provided by the PI. The MODIS PI will be responsible for
evaluating the incident and advising the FOT of instrument status and plans for
resuming operations.

The FOT is responsible for re-establishing the continuity of planned science
operations, as defined in the Spacecraft activity schedule, once the Spacecraft has
been returned to a normal operating configuration.

The MODIS PI is responsible for defining all health and safety telemetry parameters
and EOC monitoring criteria for MODIS, and the procedures to be followed by the
FOT should a MODIS health and safety incident occur. The FOT is responsible for
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executing predefined monitoring and response procedures, consulting with the
MODIS PI regarding instrument status, and further response actions which might
be appropriate. The FOT advises the PI of MODIS status regarding operational
planning activities which are currently underway and the FOT is responsible for
adjusting ongoing plans for MODIS operation to accommodate the situation at
hand (in coordination with the MODIS PI). The MODIS PI is responsible for
defining command sequence, EOC procedure and any other modifications necessary
to reflect changes in MODIS operational capability or status whenever necessary
throughout the EOS-AM mission.
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6 INTERFACE EXCHANGE ITEMS

The MODIS PI exchanges information electronically with the EOC and the Flight
Operations Team by using the 1ST. The 1ST is connected to the EOC via the EOSDIS
computer networks. These networks are available around the clock, supporting the
exchange of information whenever it is required. The formats and forms for this
information exchange is the responsibility of the ECS contractor and is TBD.

6.1 Plaming and Scheduling

The MODIS PI may access any planning and scheduling products in the EOC. This
includes the long term plans, planning aids, the list of routine activities for the
instrument, the list of deviations for the instrument, the TDRSS schedule for the
Spacecraft, and the schedules for the other instruments and the Spacecraft Bus
subsystems.

The planning aids consist of information derived from predicted orbit information
and are identified in Appendix V. The planning aids can display the information
graphically or the information can be listed in tabular form. Details are TBD.

The list of routine instrument activities can be reviewed by the MODIS PI using the
1ST. This list is the activities that MODIS normally perform over its cycle (e.g., per
orbit, per 16 day orbit cycle). It is initially defined prior to launch and is changed
infrequently. Modifications are discussed with the Flight Planning and Scheduling
Group (FPSG); modifications that impact the science data collected are coordinated
with the IWG and the project scientist. Modifications to the instrument activity list
are submitted via the 1ST to the FPSG for inclusion in the planning and scheduling
database after the proper approval.

The MODIS PI can submit and review the schedule of deviations from the normal
activities. This schedule includes activities such as special calibrations and
microprocessor loads. These deviations are provided to the FPSG one (TBR) week
in advance. Note that changes to the routine activities due to an instrument or
Spacecraft problem are handled as exceptions to the plans and schedules. The
schedule of activities and commands associated with recovering from an anomaly
and typically developed over shorter time frames than those for normal operations.

Quick look data, either housekeeping, instrument engineering, or science data, is
identified during the scheduling process and the secondary header flag in the packet
is set or the EDOS delivery orders for the delivery of the data from a TDRSS session
is modified. The MODIS PI submits requests for quick look data at least several days
in advance to the flight planning and scheduling group using the 1ST.
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6.2 Command Generation

Command generation includes real-time commands, SCC stored commands, and
commands/loads for the MODIS microprocessor.

The MODIS PI provides the instrument microprocessor software and tables to the
EOC for uplink, using the 1ST. Non-urgent information for uplink is provided at
least two days in advance. The 1ST is also used to send the EOC the command
mnemonics required to implement any non-routine activity, such as the
commands to recover from an anomalous situation. The IST/EOC procedures and
protocols insure that the transfer of information to be uplinked is authorized,
complete, and consistent.

The MODIS PI is capable of using the 1ST to review and/or approve the command
loads generated by the FOT in the EOC from the routine activity list and the
requested deviations from normal operations. Planning, scheduling, and/or

command products that must be approved by the MODIS PI for routine and
anomalous operations are TBD.

6.3 Real Time Operations

Using the 1ST, the MODIS PI may monitor the instrument and Spacecraft
housekeeping data as it is received in the EOC. The data maybe displayed using any
previously defined format that is in the operations data base. Formats for plots,
alphanumeric information, and graphic formats are TBD.

The MODIS PI may monitor the commanding process via the 1ST. Status
information is available on which commands have been generated, which have
been successfully uplinked, and which have been issued to the instrument. The
verification that the instrument successfully executed the commands is the
responsibility of the MODIS PI. Exceptions are to TBD by the ECS contractor and the
MODIS PI.

6.4 Analysis

The MODIS PI may use the 1ST to perform analysis on instrument and spacecraft
data. The housekeeping data can be plotted versus time or versus other
housekeeping parameters. Standard capabilities include trend analysis, and
minimum/maximum/mean statistics.

The following 1ST functions are provided for instrument engineering, quick look
science data and other science analysis: TBD.
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The analysis of health and safety data is limited to that received by the EOC, and
includes all real time housekeeping data and at least one orbit per day of a complete
orbits worth of housekeeping data from the onboard SSR. If the MODIS PI needs
housekeeping data from, a specific time of day, this is requested in advance.

In addition to housekeeping data the MODIS PI is able to use the 1ST to access the
EOC operations history log. This log contains a complete log of all significant
activities in the EOC, including the schedule, command and command verification
information, alarms and limit violations, and selected operator actions. About 7
days of operations history data is kept in the EOC; older logs are available from the
GSFC DAAC. The 1ST provides the tools to extract data from the operations history
by time and type.

6.5. Operations Database

The MODIS PI supplies the EOC with an operations data base prior to launch that
contains the instrument telemetry formats, command formats, procedures, limits,
constraints, and so on. The MODIS PI may view this data base using the 1ST and
may submit requests for changes to the data base. The data base is under
configuration control. The ECS contractor is responsible for configuration control
and the details are TBD.

Urgent requests can be handled more expeditiously (details are TBD).

6.6 Other Interface

The 1ST provides

Exchange Items

an electronic mail capability to support the general
communication between the MODIS PI, othe; instrument teams, and the FOT
personnel in the EOC.

The 1ST provides a file transfer capability for the exchange of bulk data such as
microprocessor loads and dumps.

The MODIS PI uses the 1ST to provide the EOC with periodic operations reports on
the status of MODIS. Integrated reports on the Spacecraft and instruments
developed by the EOC are available to the MODIS PI via the 1ST.
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7 JOINT OPERATING PROCEDURES

The interface procedures which are followed
are understood to be as follows:

7.1 PUEOC FOT Interface

in conducting MODIS flight operations

The MODIS PI and the Flight Operations Team (see Figure 27) interface routinely
regarding mission planning, uplink generation, and performance verification
matters and interface as required regarding real-time operations. The FOT and
MODIS PI interface as appropriate regarding MODIS instrument accommodations of
Spacecraft maneuvers and contingency operations. The FPSG serves as the primary
point of contact for the MODIS PI regarding all EOC operations, and regarding all
flight operations plans, planning aids, command generation inputs and outputs,
and performance reports which are pertinent to MODIS.

I On-line Operations Team(s)
I

I Off-tineEngineering Group

4 * ~

I
Inatnxmentoperations Team

FIGURE 27 PI FACILITY i EOC FOT INTERFACE

7.1.1 Daily Operations Planning

Under normal circumstances, the MODIS baseline activity profile is used to develop
the initial activity list 4-7 days before the corresponding operational period begins.
The MODIS PI provides exceptions, activity deviation lists, in the event normal
MODIS baseline activities needs to be altered. The FPSG staff coordinates all
operations planning inputs, and keeps the MODIS PI advised of the timetable for
accessing plans to be reviewed, and for providing inputs and/or comments
regarding these plans.
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7.12 Command Generation

Command generation is performed by the FPSG using EOC resources.
serves as the point of contact for all review comments related to
generation processing.

7.1.3 Special Operations

The FPSG
command

The FPSG notifies the MODIS PI whenever a Spacecraft maneuver operation is
being planned, or whenever a special operation (TBR) or contingency operation
which affects MODIS occurs. The MODIS PI defines MODIS requirements for
accommodating the special operation and/or for resuming normal operation when
the special operation has concluded. Where real-time operation is a factor, the FOT
represents the MODIS PI in coordinating implementation of appropriate real-time
procedures. If a special operation disrupts planned operations (e.g., contingency. . .
situation), the FOT advises the MODIS PI o~ the disruption,
define the procedure for restoring operational plan continuity.

7.1.4 EOC Database

The FPSG manages the availability of operations plans,

and t~ey will j;intly

planning aids, and
command generation processing inputs and outputs, and coordinates with the
MODIS PI regarding access to this information. The MODIS PI generates all
additions, deletions, and modifications to the EOC database for MODIS, and notifies
the FPSG of each submission. The FPSG coordinates the database approval and
update procedure required to incorporate each change, and notifies the MODIS PI
when the change has been incorporated. The MODIS PI reviews the modified
database, and notifies the FPSG of any discrepancy which requires corrective action.
The format to be used is TBD and is the responsibility of the ECS contractor.

7.1.5 Microprocessor Load Verification

The FOT transmits the MODIS microprocessor loads and verifies the loads via
checksum (TBR). If verification beyond a checksum is required or a checksum
capability is not provided, the MODIS PI verifies that each microprocessor load
transmitted to the instrument(s) is properly received and installed within
microprocessor memory. When verification is prerequisite to instrument
scheduling, the MODIS PI will notify the FPSG staff of load verification. When real-
time telemetry indications of microprocessor load acceptance are available, load
verification feedback may be provided by the FOT at the discretion of the MODIS PI.
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7.2 PI/EOC Command Management Function Interface

The MODIS PI interfaces with the EOC through the 1ST interface defined in TBD.
The basic interface for information exchange is via file transfer. The MODIS PI has
access to EOC resident information and processing capabilities (details are TBD).

The MODIS PI interfaces procedurally with the EOC as follows:

7.2.1 Operations Plans

In support of flight planning activities, the MODIS PI can access EOC information
via the 1ST. Any comments or proposed deviations to operational plans may be
flagged (TBR) for the FPSG attention.-

7.22 Planning Aids

Short term planning aid data initially appears within the
beforehand, and will be updated at TBD intervals. Long term

EOC TBD weeks
planning aids are

updated as requested by th> EOS-AM Science Team (normally for each iong term
science plan update). Special planning aid data files may be assembled to contain
only data of interest to the MODIS PI and transferred to the MODIS 1ST. Planning
aid data is updated within the EOC according to a (TBD) regular schedule.

7.2.3 Command Generation

Routine Spacecraft command generation processing will begin TBD hours before
the operational period, and is completed no later than TBD hours beforehand. The
MODIS PI does not interact directly with EOC Spacecraft command generation
processing.

7.2.4 Performance Feedback

Observed performance of MODIS is documented in feedback reports which are
transmitted in text form using the electronic mail capabilities of the EOC and 1ST
interface. Routine and special reports are generated by the MODIS PI at his 1ST, and
are transferred to the EOC for posting. Performance reports are filed and archived by
the FPSG.
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7.3 PI/FOT Interface

The MODIS PIandthe on-line operations team interface totheextent that real-time
operations are significant to the MODIS PI, and as required to exchange
instrument/Spacecraft Bus performance information or to supplement the routine
interface between the MODIS Prinapal Investigator and the FPSG.

The MODIS PI interfaces procedurally with the FOT as follows:

7.3.1 Real Tme Operations

For real-time operations, the on-line operations team (TBD) is the point of contact
for the MODIS PI (TBR). In the event of an instrument anomaly, MODIS operations
team (TBD) coordinates with the on-line operations team (TBD) for any actions
required. MODIS operations team (TBD) con~acts the MODIS PI as soon
to review the situation and to define any follow-up activities required.

7.3.2 Special Operations

a; possible

The normal interface for handling maneuver accommodation, contingency
adjustments, and departures from planned operations involves the MODIS PI and
the FPSG. The on-line operations team may, however, become involved in these
matters in lieu of the FPSG staff during non-working hours, espeaally under time-
critical circumstances. In such a case, the on-line operations team handles
immediate concerns, with the FPSG staff handling longer-term and follow-through
aspects,

7.3.4 Initial Operations

During initial MODIS activation, the MODIS PI or delegate at the GSFC EOC works
directly with the FOT. Flight planning and scheduling personnel interface with the
MODIS PI to perform the MODIS planning and scheduling functions.

7.3.5 Performance Verification

The MODIS PI and FOT may exchange performance information regarding
ins trument and/or Spacecraft operation in order to fully evaluate observed
performance and capability. A Spacecraft engineer from the FOT serves as the point
of contact for Spacecraft performance verification inquiries.
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7.4 PVDAAC Interface

The MODIS PI interfaces with the DAAC via DAAC toolkits (that are co-operable
with the 1ST toolkit). DAAC toolkit details are TBD. The data processing interface
between IST(S) and the DAAC is utilized for flight operations functions.

Details are TBD.

7.5 PI Access to Telemetry

The following guidelines define access to telemetry data for the MODIS PI:

a.

b.

c.

Telemetry data is recorded continuously throughout the EOS-AM
mission by the on-board SSR. Data retrieval is obtained TBD per orbit.

Telemetry data is acquired in real-time for approximately 20 minutes of
each orbit.

The on-line operations team monitors all real-time contact intervals and
the telemetry data acquired is processed in real-time. The EOC computer
performs status determination, event detection and limit-check processing,
and generates displays containing telemetry data and processing results.
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8 IMPLEMENTATION AGREEMENTS

The following paragraphs describe the plans

--

for implementing the data input to the
operational sys~em to support MODIS flight operations.

8.1 Flight Operations Database

The basic flight operations database are provided by the Spacecraft contractor.
Database conversion, to the EOC system, is the responsibility of the EOSDIS Core
System contractor. This database, containing commands, telemetry, and limits, is
used for in-orbit flight operations.

8.1.1 Commands

Instrument commands are placed in the EOC database. The database contains
command capabilities identified by the MODIS PI, with support from the FOT and
Spacecraft subsystem engineers. All flight operational commanding required is
tested and demonstrated during Spacecraft Integration and Test. The EOC command
categories are TBD.

8.12 Instrument Telemetry

The MODIS PI, with support from the FOT and Spacecraft subsystem engineers,
identifies telemetry point definitions required for flight operations; and the
Spacecraft contractor ensure that telemetry points have been defined and
tested/demonstrated during Spacecraft Integration and Test.

8.1.3 Instrument Limits

The MODIS PI, with support from FOT and Spacecraft subsystem engineers, ensures
that the Spacecraft integration and test limit definitions are correct for on-orbit
flight operations. If not, new limits are defined and the ECS contractor coordinates
(Project approval and entry) the change to the EOC database.

The MODIS PI with support from the FOT and Spacecraft subsystem engineers
identifies the specific reactions to be taken during all out-of-limit conditions (i.e.
Red, Yellow, and Delta limits). The FOT documents all out-of-limit reactions in the
TBD Plan.
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8.1.4 Database Approval

The MODIS PI and Spacecraft subsystem engineers access the database via 1ST to
review their appropriate section(s). Changes to the database are submitted via 1ST
mail. The PI and Spacecraft subsystem engineer checks the database to ensure that
the data is functionally and syntactically correct. After all of the database
information for MODIS has been approved, the MODIS PI signs off on his portion
of the EOC database.

8.2 Operational Displays

The MODIS PI, with support from the FOT and Spacecraft subsystem engineer,
identifies which displays are needed for in-orbit flight operations. Any displays
deemed necessary are defined by the MODIS PI and once approved, are entered or
converted by the EOSDIS Core System contractor. The MODIS PI with support from
the Spacecraft subsystem engineers, assists the FOT with any conversion problems
(i.e. mnemonics, values, etc.). The mechanism for defining pages and transferring
Spacecraft integration and test pages to the EOC is TBD.

8.3 Operations Procedures

The MODIS PI, with support from the FOT and Spacecraft subsystem engineers,
establishes what operational procedures are needed for on-orbit flight operations.
The MODIS PI should keep in mind that I & T building blocks may have to be
assembled into contiguous functional activities that are of reasonable duration
harmonious with the in-orbit operational contacts. The FOT reviews all completed
operational procedures for compatibility with flight operations such as procedure
duration, logical break points, etc.

8.3.1 EOC Definition

The FOT furnishes to the MODIS PI a description of the EOC operations procedures.
In addition, the FOT is available to answer questions regarding EOC operations
during operations procedure development.

8.3.2 I&T Procedures to EOC Operations Procedures Conversion

The conversion of procedures to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.
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8.3.3 I&T Databases to EOC Operations Databases Conversion

The conversion of databases to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.

8.3.4 Flight Unique Procedures

The MODIS PI, with support from the FOT and Spacecraft subsystem engineers,
identifies any MODIS instrument unique flight operations procedures. These
procedures are created by the MODIS PI with support from the Spacecraft subsystem
engineers and submitted to the FOT.

8.3.5 Procedure Submittal

The MODIS generated operations
following methods: TBD

procedures are submitted to the FOT by one of the

Procedure entry, after approval, into the operational system is the responsibility of
the EOSDIS Core System contractor and is TBD.

8.3.6 Approved EOC Procedures

Once the procedures have been reviewed and approved, they cannot be changed
without the NASA Mission Operations Manager’s (MOM) approval.

8.3.7 Procedure Verification

The FOT reviews all operations procedures to verify the accuracy of the directives
and also the logic to the extent possible. The MODIS PI with support from the FOT
and Spacecraft subsystem engineers identifies operations procedures that require
execution for verification. Prior to launch, the FOT conducts a scheduled
verification of operations procedures that will include EOC execution and
transmission to the Spacecraft/instrument. Procedure verification details are the
responsibility of the EOSDIS contractor and are TBD.

8.4 Narrative Procedures

The MODIS PI, with support from the FOT and Spacecraft subsystem engineers,
defines any standard and contingency
flight operations. These procedures are
TBD.
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8.4.1 Standard Operating Procedures

The standard operating procedures define the day-t-day operations of the EOS-AM
Spacecraft at the EOC.

These procedures are baselined and procedure changes require the NASA Mission
Operations Manager’s approval.

These procedures are defined by the EOSDIS contractor and are TBD.

8.42 Contingency Operating Procedures

The contingency operating procedures define the actions required by the FOT
during potential and credible anticipated non-nominal situations. Examples of this
category of procedures for MODIS are:

s Instrument requirements during Spacecraft safe mode and survival mode.

“ A procedure to be followed in the event of a MODIS ALERT condition.

These procedures are defined by the EOSDIS contractor and are TBD.
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APPENDIX I ‘-

10 SPACECRAFT CONTROLS COMPUTER INSTRUMENT
REQUIREMENTS

Speafic requirements for interaction between the Spacecraft on-board computer and
MODIS are understood to be as follows:

10.1 Stored Command Requirements

MODIS stored command requirements are as follows:

10.1.1 Absolute Time Commands

MODIS requirements for Absolute ‘Iime

Sequences10.L2 Relative The Command

Command utilization are TBD.

MODIS requirements for Relative Time Command Sequences (RTCS) command
utilization are TBD.

10.2 Telemetry Monitor Requirements

Telemetry Monitor (TMON) application to MODIS is TBD.
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APPENDIX II --

20 INSTRUMENT COMMAND PROCESSING REQUIREMENT

Specific command processing requirements for MODIS are understood to be as
follows:

20.1 Activity Planning Requirements

Activity planning for MODIS is as follows:

20.1.1 Activity Definition

T13D

20.1.2 Event Definition

TBD

20.1.3 Activity Scheduling

There are critical timing requirements for MODIS commands or activities. Details
are TBD.

20.2 Constraint Check Requirements

TBD

20.2.1 Command Level

TBD

20.2.2 Activity Level

TBD
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20.2.3 Schedule Conflicts

The timing of MODIS commands may be TBD to resolve schedule conflicts.

20.3 Real-Time Command Requirements

TBD

20.3.1 Utilization Plans

TBD

20.3.2 Command Generation Capabilities

TBD

20.3.3 Transmission Requirements

There are no unique requirements for transmitting real-time MODIS commands.

20.4 Microprocessor Load Handling Requirements

TBD

20.4.1 Uplink Message Structures

TBD

20.4.2 Transmission Requirements

Each microprocessor load is created as a unit, and is transmitted in complete form. If
retransmission is necessary, the complete load is retransmitted.

20.5 Command Database Requirements

TBD
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20.5.1 Command Definition

TBD

20.5.2 Unique Command Structures

None have been identified for MODIS,

20.5.3

TBD

20.5.4

TBD

20.5.5

TBD

20.5.6

TBD

Adivity Definitions (EOC Command Management)

Stored Command Sequences (EOC Command Management)

Real-Time Command Sequences (EOC)

Utilization Constraints
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30 TELEM171’RYPROCESSING

APPENDIX III ‘-

REQUIREMENTS

Specific requirements for the processing of real-time MODIS telemetry data are
understood to be as follows:

30.1 Decommutation Requirements

All telemetry required by the EOC to support instrument early orbit operation and
activation are assumed to be defined in the I&T databases to be transferred to the
EOC.

30.1.1

MODIS

30.1.2

MODIS

30.2

TBD

30.3

TBD

30.3.1

TBs

Engineering Telemetry

telemetry formats are TBD.

Format

Science Telemetry Format

telemetry formats are TBD.

Derived Function Generation Requirements

Status Determination Requirements

Mode Definition

30.3.2 Event/Mode-Change Detection

TBD
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30.4 Uplink Verification Requirements

TBD

30.4.1 Command Verification

TBD

30.4.2 Microprocessor Load Verification

MODIS microprocessor load transmissions are verified by the FOT with a check
sum or TBD method.

The MODIS PI verifies microprocessor loading in the instrument. (TBD)

30.5 Health and Safety Monitoring Requirements

MODIS health and safety is monitored by the FOT. The MODIS PI identifies critical
instrument health and safety parameters along with their limits. The MODIS PI
may monitor MODIS health and safety at his facility if desired.

30.5.1

TBD

30.5.2

Alarms are
(TBD).

Limit Check Requirements

Alarm Requirements

required when yellow or red limits are reached. Other conditions are

30.6 Display Generation Requirements

TBD

30.6.1 Parameter Calibration

TBD
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30.6.2

TBD

30.6.3

TBD

30.6.4

TBD

30.7

TBD

30.7.1

TBD

30.7.2

TBD

30.7.3

TBD

30.7.4

TBD

30.7.5

TBD

MODIS~U

CRT Page Display

Strip-Chart Recorder Displays

Hardcopy Outputs

EOCTelemetry Database Requirements

Telemetry Function Definition

Derived Function Definition

Mode/Event Definition

Limit Check Thresholds

Alarm Generation Criteria
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30.7.6 Command Verification Criteria

TBD

30.7.7 Display Definition

TBD

30.7.8 Calibration Parameters

TBD
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40 OPEIVWIONAL ACTION REQUIREMENTS

Specific MODIS requirements for operational action under specified conditions are
understood to be as follows:

40.1 Contingency Action Requirements

TBD

40.1.1 Emergency Power-Down

The emergency power down sequences for MODIS are TBD.

40.1.2 Limits/Alarm Reaction

Out-of-limits conditions are reported to the MODIS Principal Investigator. Out of
limit conditions are (TBD).

40.1.3 Spacecraft Safe Mode (SCC runrting)

TBD.

40.1.4 SCC Halted

TBD

40.1.5 Other On-Board Processors Halted

TBD

40.1.6 Uplink Transmission Failure

TBD

40.2 Preactivation Requirements

TBD
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40.3 Spacecraft Maneuver Accommodation

The plan for MODIS operation during Spacecraft maneuvers is TBD.

40.3.1 Orbit Adjust

TBD

40.4 Alignment/Calibration Requirements

TBD

40.5 Special Observation Requirements

TBD
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50 PLANNING AID REQUIREMENTS

Astandard setoforbital parameters and selected orbital events is generated bythe
FDF and transferred to the EOC (and TBD) where the MODIS PI can access the data
for planning purposes and for use in the generation of any additional unique
planning aids required. The accuracy of the data is TBD (the best possible).

The following are example summaries of the long term and short term data to be
provided. The actual data to be selected for MODIS use is TBD. Details associated
with these TBD parameters are defined in TBD.

50.1 Parameter Definition

TBD

50.1.1 Long Term

The long term aids to be used by MODIS are TBD.

The following is an example summary of long term aids:
EOS-AM Orbital Characteristics

a. Brouwer mean orbital elements
b. Solar beta angle
c. Direction of S/C flight
d. Local mean Sun time
e. S/C ascending node
f. Length of TBD day and night
g. Length of S/C day and night

Ephemeris:
a. Solar
b. Lunar
c. Planetary

Star Catalog
a. Ascending Node Prediction
b. Longitudinal spacing and precession rate.

Solar Eclipse predictions.
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50.102 Short Term

The short term aids to be used by MODIS is TBD.

The following is an example summary of short term aids:

a. Spacecraft ephemeris
b. Brouwer mean orbital elements.
c. Predicted Orbit Adjust time
d. Solar Eclipse predicts.

Orbital Events

:

c.
d.
e.
f.

E
i.

Ascending and descending node
Spacecraft nadir sunrise and sunset terminator crossing

Terminators (both) for TBD degree line of sight at TBD altitude
South Atlantic Anomaly entrance and exit.
Sunset and Sunrise at TBD altitude.
Yaw and elevation angle to sun TBD-seconds before sunset
Yaw angle to sun at sunrise for TBD altitude.
Grazing sunrise begin/sunset end event
Grazing sunrise end event

Solar Beta Angle.

50.2 Parameter Specifications

The MODIS unique specifications for planning aid parameter are TBD

50.2.1 Information Accuracy

TBD.

50.2.2

TBD.

Data Precision
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50.2.3 Data Frequency

TBD.

50.3 Information Handling Requirements

The MODIS PI accesses planning and scheduling tools via his 1ST.Details are TBD.

50.3.1 Format

Standard IST/EOC interface file format is TBD.

50.3.2 Packaging

Standard (i.e., time-annotated date file) is TBD.

50.4 Access ‘l%neline Requirements

MODIS accesses planning and scheduling aid data on a TBD basis.

50.4.1 Lead Time

TBD (i.e., long term parameters consistent with long-term science planning
schedule; short-term parameters TBD days/hours beforehand).

50.4.2 Retention

TBD (i.e., iong term parameter projections throughout mission, short-term
parameters until current).
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60 SPECIAL ACI’IVATION REQUIREMENT

Specific requirements for activation of MODIS are

60.1 Commanding Requirements

Commands required for activation and normal
database (I&T and EOC).

60.1.1 Special Command Sequences

understood to be as follows:

operations are predefined in the

At least TBD command sequences are required for the initial activation checkout
steps planned for MODIS.

60.1.2 Special Command Constraints

The EOC TBD mode transmission are used for all MODIS commands not defined i n
the database.

60.1.3 Real-time Command Generation

There are TBD special real-time command generation requirements for MODIS
activation. All normal real-time command generation capabilities (defined in 20.4)
are required.

60.1.4 Special Command Transmission Requirements

TBD.

60.2 Telemetry Processing Requirements

TBD

60.2.1 Special Telemetry Formats

There are no special telemetry formats identified for MODIS.
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60.2=2 Special Processing Functions

TBD

60.2.3 Special Processing Parameters

TBD

60.2.4 Special Displays

MODIS science functions are to be displayed in TBD.

60.2.5 Strip Chart Recorder
TBD

60.3 Remote Support Coordination Requirements

TBD

60.3.1 Quick-look Playback Handling

Access to quick-look data is provided

60.3.2 Voice Communications

via the TBD.

Voice communications are required between MODIS activation position within the
EOC and the MODIS remote terminal facili~ throughout MODIS activation.

60.4 Facility Requirements

The MODIS PI requires access to TBD standard instrument
within the EOC, and standard offic@ype working space and
activation staff.

activation position
services for a TBD
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70 ABBREVIATIONS

ACE .......................................... Attitude Control Electronics
ADAC ...................................... Attitude Determination and Control
APID ........................................ Application Process Identifier
ARIA ........................................ Advanced Range Instrumented Aircraft
ARc ......................................... Ames Research Center
ASTER ..................................... Advanced Spaceborne Thermal Emission and

Reflection
ATC .......................................... Absolute Time Command

BDD .......................................... Baseline Description Document
BDU ......................................... Bus Data Unit

C&DH ...................................... Command & Data Handling
CADU ...................................... Channel Access Data Unit
CCSDS ..................................... Consultative Committee For Space Data Systems
CERES ...................................... Clouds and Earths Radiant Energy System
CLTU ........................................ Command Link Transmission Unit
CMD ......................................... Command
COP ........................................... Command Operation Procedure
COMM ..................................... Communications Subsystem
CSMS ....................................... Communication and System Management Segment
CTIU ........................................ Command and Telemetry Interface Unit
C&T .......................................... Command and Telemetry

DAAC ...................................... Distributed Active Archive Center
DADS ....................................... Data Archive and Distribution System
DAR ......................................... Data Acquisition Request
DAS .......................................... Direct Access System
DB .............................................. Direct Broadcast
DCU ......................................... Data Control Unit
DDL ........................................... Direct Downlink
DMU ........................................ Data Memory Unit
DP .............................................. Direct Playback
DSN ......................................... Deep Space Network

ECOM ...................................... EOS Communication Network
ECS ........................................... EOSDIS Core System
EDOS ........................................ EOS Data and Operations System
EDU .......................................... Error Detection and Correction Data Unit
EOC ............................................. EOS Operations Center
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EOS ...........................................
EOS-AM ..................................
EOSDIS ....................................
EPS ...........................................
ESDIS .......................................
ESN ..........................................

FDF ...........................................
FDIR .........................................
FIFo .........................................
FOS ...........................................
FOT ..........................................
FOV ..........................................
FP ..............................................

........................................

GIIS ..........................................
GN ............................................
GN&CS ...................................
GSFC ........................................

HGA .........................................

I&T .........................................
ICC ............................................
ICD ...........................................
IFOU ........................................
IMs ...........................................
1ST ............................................
IWG .........................................

JPL ............................................

Kbps
KSA

LTIP
LTSP

Mbps
MISR

. .............. ........ ........ ..........

.. ........................................

...... ....................................

..... .............. ...... ................

...................... ..................

.......................................

MO&DSD ................................
MODIS .....................................
MOM .......................................
MOPITT’ ..................................
MSFC .......................................
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Earth Observing System
Earth Observing System - 10:30 descending node orbit
EOS Data and Information System
Electrical Power System
Earth Science Data and Information System
ESDIS Science Network

Flight Dynamics Facility
Failure Detection, Isolation and Recovery
First In First Out
Flight Operations Segment
Flight Operations Team
Field of View
Format Processor
Flight Planning and Scheduling Group

General Instrument Interface Specification
Ground Network
Guidance, Navigation and Control Subsystem
Goddard Space Flight Center

High Gain Antenna

Integration and Test
Instrument Control Center
Interface Control Document
Instrument Flight Operations Understanding
Information Management System
Instrument Support Terminal
Investigator Working Group

Jet Propulsion Laboratory

Kilobits per Second
Ku-Band Single Access

Long Term Instrument Plan
Long Term Science Plan

Megabits per Second
Multi-angle Imaging Spectro Radiometer
Mission Operations and Data Systems Directorate
Moderate Resolution Imaging Spectrometer
Mission Operations Manager
Measurements of Pollution in the Troposphere
Marshall Space Flight Center
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NASA ...................................... National Aeronautics and Space Administration
NASCOM ............................... NASA Communications Network
NCC ......................................... Network Control Center

.......................................... Near Infrared
NSI ........................................... NASA Science Internet

P/B ........................................... Playback
PGS ........................................... Product Generation System
PI ............................................... Principal Investigator
PSCN ....................................... Program Support Communications Network

R/T ........................................... Real-Time
........................................ Random Access Memory

ROM ........................................ Read only Memory
Rs ............................................ Reed-Solomon
RTCS ........................................ Relative Time Command Sequence

SAR .......................................... Schedule Add Request (TDRSS)
Scc ........................................... Spacecraft Controls Computer
SCF ........................................... Science Computing Facility
SDF ........................................... Software Development Facility
SDPS ........................................ Science Data Processing Segment
SCT ........................................... Stored Command Table
SFE ........................................... Science Formatting Equipment
SMA ......................................... S-Band Multiple Access
SMC ......................................... System Management Center
SN ............................................ Space Network
SSA ........................................... S-Band Single Access
SSR ........................................... Solid State Recorder
STGT ........................................ Second TDRSS Ground Terminal
SWIR ....................................... Short Wave Infrared

TBD .......................................... To Be Determined
TBR .......................................... To Be Reviewed
TBS ........................................... To Be Supplied
TCP ........................................... Telemetry and Command Processor
TDRS ....................................... Tracking and Data Relay Satellite
TDRSS ..................................... Tracking and Data Relay Satellite System
TL ............................................. Team Leader

......................................... Telemetry
TMON ..................................... Telemetry Monitor
TOD .......................................... Time-of-Day
TONS ....................................... TDRSS Onboard Navigation System

Usccs ..................................... User Spacecraft Clock Calibration System
UTc .......................................... Universal Time Code
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VCID ........................................ Virtual Channel Identifier
VCDU ...................................... Virtual Channel Data Unit
Ins ........................................... Visible
VNIR ....................................... Visible and Near Infrared

WOTS ...................................... Wallops Orbital Tracking Station
WSGT ...................................... White Sands Ground Terminal
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PURPOSE

The Mechanical Interface Control Drawing (MICD) Tables, 20008842, when executed, in conjunction with
the MICD Drawing, 20008841, represent an agreement of the detailed implementation of the mechanical
interface between the Earth Observing System (EOS) AM Spacecraft and the Moderate Resolution
Imaging Spectroradiometer (MODIS). These two drawings, together with Thermal Interface Control
Drawing (TICD), 20008843; the Electrical Interface Control Drawing (EICD) Schematic, 20008844; EICD
Tables, 20008845; Integration and Test Interface Control Drawing (l&T ICD), 20008846; and Command
and Data Handling Interface Control Drawing (C&DH ICD), 20008847; describe the details of the
interfaces between the EOS-AM Spacecraft and MODIS. The top-level instrument Interface Control
Drawing (lCD), 20008840, provides the instrument ICD tree and revision status for all sub-tier instrument
ICDS.

SCOPE

The MICD Tables, in conductionwith the MICD Drawing, contain information necessary to develop the
spacecraft configuration, for structural and mechanical studies, and during l&T for verification of
installation and alignment. The MICD Tables describe the instrument mass properties, mechanisms,
Finite Element Model (FEM), flight and launch accountability kit items, and alignment data. The MICD
Drawing contains the instrument component outline drawings; science and calibration fields of view;
mounting, electrical, and thermal hardware definition, and instrument ground support equipment
attachment.
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Figure 1 9

TBD 002 Table I 9

TBD 003 Ttile Ha 10
Table Hb 11

TED 004 Table Ilb 11

TBD 005 Table MC 14

TBD 006 Table V 29

TBD 007 Table VI 30

TBD 008 Table WI 31

TBD 009 Table Vll 31

--

TBD LOG

SUBJECT ~w

Launch vehicle coordinate system C. Wilds (GE) Launch vehicle
(3 places) announcement

+ 26 WkS

Launch vehicle coordinates of MODIS C. Wilds (GE) Launch vehicle
(3 places) announcement

+ 26 wks

Inertiamatrixresolution(2places) W.Cushman(SBRC)034-93

OHrbit mnfiguration mass properties* W.Cushman (SBRC) 03-31-93

Dynamic and static imbalance W. Cushman (SBRC) 03-31-93
(2 places)

MODIS fright items W. Cushman (SBRC) M&l:

4 Wks

Launch accountability kit W. Cushman (SBRC) MODIS
Delivery -

26 WkS

Alignment data W. Cushman (SBRC) MODIS
Delivery +

4 Wks

Drill template alignment data (6 places) W. Cushman (SBRC) 06-30-95

● Where the majority of the table information isTBD,the entire table has been identified asTBD in the table
title. Table information will be filled in as it becomes available.
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1.

2.

3.

4.

5.

6.

7.

8.

MICD TABLES --

The relationship among the instrument, spacecraft, and launch vehicle coordinate
systems is shown pictorially in Figure 1.

The conversion among coordinate systems at the instrument origin is shown in Table 1.

Launch and on+rbit configuration mass properties are shown in Tables Ila and Ilb.

The MODIS mechanisms are listed below. Mechanism characteristics are provided in
Table Ill. Corresponding torque, linear force versus time, and angular momentum
profiles are provided in the Figure 2 identified by the same lowercase alpha character.

a.
b.
c.
d.

!“
:“

.

Nadir Aperture Door Actuator
Space View Door Actuator
Scan Mirror Motor/Encoder
Solar Aperture Door Actuator
SDSM Fold Mirror Drive
SRCA Entrance/Exit Slit Rotator
SRCA Source Wheel Drive
SRCA Grating Positioner

The finite element model which will be used by both the Instrument and Spacecraft
Providers is identified in TiableIV.

The instrument and associated spacecraft flight items are listed in Tale V.

The contents of the launch accountability kit are identified in Tale VI for both flight and
non-flight items.

The launch accountability kit contains each item not installed prior to shipment to the
launch site and which must be installed before flight. Space is allocated for each item
which must be removed before flight. Thus the launch accountability kit provides the
means to verify that all items which must be installed before flight have been installed
and all items which must be removed before flight have been removed.

The alignment offset among the instrument boresight, all alignment cubes, and the
instrument and drill template mounting plane and hole pattern is shown in Table V1l.

size

A
Ode Ident No.

49671 20008842
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Figure 1. Coordinate Systems

Coordinate Systems

Coordinate
System I Coordinates (mm) I

1

MODIS - xl= 0.0 YI = 0.0 ZI = 0.0
(see Note1)

Spacecraft x~c = 5886.5 Y~c = -627.9 z~c = 14.4 B

Launch ‘LaunchVehide=~BD 002) YLaunchVehide=~BD 002) hunch Vehicie=~BD 00Z)
Vehicle

NQ$esi
1. See 20008841, Sheet 1 for location of instrument origin.

Size Code Idenl No.

A 49671 20008842
I
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Table Ila. Mass Properties- Launch/Stc

2.

3.

4.

5.

Mass (%)
(kg) (Estimated

(See Note 3) (Calculated
(M)easured

52E ~

235.2 ~

I

48C ~

OM

--

-vealConfiguration (See Note 2) I

4
Estimated

Center of Mass
(mm)

(See Notes 3 &4)

x= 105.7 H

Y = 1063.2

Z = 416.1 1[

Estimated
Inertia Matrix (kg-n#) * ~BD O03)9f0

(See Notes 3 &5)

lxx = 55.95 lxy= 3.11 I)Q= -1.93

Iy)( = 3.11 Iyy = 30.43 In. 3.96

In= -1.93 1=. 3.96 Iz . 46.16

Launch/stowed configuration mass properties as of 30 September I
1992.

Mass, center of mass, moments of inertia, and products of inertia in
stowed configuration at end of life are the same as in launch/stowed
configuration at beginning of life.

Center of mass is specified with respect to instrument origin. (See
20008841, Sheet 1.)

Instrument moments and products of inertia are specified about axes
parallel to the instrument axes and passing through the instrument
center of mass.

size
A

CodektentNo.

49671 I 20008842
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Table Ilb. Mass Propeties - On-Orbit Configurati~ (See Note 6) (TBD 004)’ ~

Mass (%) Estimated
(kg) (E)stlmated Center of Mass

(See Note 6)1 (Calculated (mm)
(M)easured (See Notes 7 &4) ~

r
52E ~ x=

235”2‘1%‘K

~

Inerba Matrix (kg+n2) i (TBD 003)%

1)()(=

Iy)(= I

J!Mes
* Where the maioritv of the table information is TBD, the entire table

6.

7.

has been iden&l as TBD in the table title. Tale information will
be filled in as it becomes available.

On+rbit (all doors deployed) configuraiton mass properties as of 30
September 1992.

Mass, center of mass, moments of inertia, and products of inertia in
on-orbit configuration at end of life are the same as in on-orbit
configuration at beginning of life.

Size Code IdentNo.

A 49671 20008842

sheet 11
I
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Table Ills. Mechanism Characteristics - Nadir Aperture Door Actuator I

Operation The Nadir Aperture Door Actuator
operates to open the Nadir Aperture
Door during initialization and operates
to close and open the Nadir Aperture
Door for transition to and from Safe and
Suwival modes (i.e., the Nadir Aperture
Door is latched for launch, in the open
position for all Science and Calibration
modes, and in the close position for all
other modes). in the event of failure to
command the Nadir Aperture Door
open, the Nadir Aperture Door Actuator
is designed such that the Nadir Aperture
Door can be permanently opened.

Mass being moved (kg) (M)~.d, (c)dothtd, (EW~,m 3.175 (E) I
Inertia (kg+n~ 0.183 I
Maximum impuise (N-m-sac) 0.0192 m
Finite eiement modei node number ~ 367007. I
---.! -- --J —-- L-—!-— ———.,.—— 9 .-.ucaucmano mecnarusmpromes II see Plgure za H

\
size Cude I&n! No.

A 49671 20008842

ASD-EW2051 349
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Table Illb. Mechanism Characteristics - SpaceJiew Door Actuator

Dpemtion The Space View Door Actuator
operates to open the Space View Door
during outgas and initialization and
operates to close and open the Space
View Doorfor transition to and from Safe
and Sutvival modes (i.e., the Space
View Door is latched for launch, in the
open position for all Science and
Calibration modes, in the outgas
position for Outgassing mode, and in the
close position for all other modes). In
the event of failure to command the
Space Mew Door open, the Space View
Door Actuator is designed such that the
Space View Door can be permanently
opened.

Ulassbeing moved (kg) (M)eawed, (c)ak%td, (EWWtd 3.4 (E) H

nertia (kg-m2) 0.327 u
Uaximum impulse (N-m-see) 0.0342 m
‘inite element model node number ~ 355116 n
.ocation and mechanism profiles ~ See Figure 2b I

Size

A
code IdelltNo.

49671 I 20008842
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Table Inc. Mechanism Characteristics - Scan Mirror Motor/Encoder I

Operation The Scan Mirror Motor/Encoder ~
operates the Scan Mirror and controls
its rotation during all Science and H
Calibration ‘ modes (i.e., the Scan
Mirror is scanning during all Science
and Calibration modes and off for all
other modes).

Mass being moved (kg) OOeSSUti,(c)atiiat~, (~stimati 4.5 (E)

inettia (kg+ 0.113 B

For continuously rotating parts

Dynamic imbaiance (kg-mm~ (’TBD 005) 9

Static imbaiance (kg+nm) (TBD 005) m
Residuai momentum (N-rn-see) 0.24 n
Rate (rPm) ~ 20.4 H

Finite eiement modei node number ~ 361342 #
m

Location and mechanism profiies ~lSee Figure2C al

I Coda IdantNo.K 49671 I 20008842
I

I
ASD-EW 2051 34S



Table Illd. Mechanism Characteristics- Solar Apture Door Actuator B

operation The Solar Aperture Door Actuator
operates to open and close the Solar
Aperture Door and Screen during
transition to and from Low and High
Bi-directional Reflectance Distribution
Funtilon (BRDF) Solar Calibration
modes. High BRDF mode consists of
both door and screen open, is entered
weekly, and lasts approximately 6
minutes. Low BFDF mode consists of
door open and screen closed, is
entered weekly, and lasts
approximately 6 minutes. Both door
and screen are latched for launch, in
the open position for Solar Calibration
mode, and in the closed position for all
other modes. In the event of failure to
command the Solar Aperture Door
open, the actuator is designed such
that the door can be permanently
opened and the screen permanently
closed.

tiass being moved (kg) OiOetMMJIWI, (c)a~ateti, (E)etimated 1.2 (E)

nertia (kg-m~ 0.0194

Maximumimpulse (N-m-see) 0.0113

‘inite eiement modei node number ~ 355349

.ocation and mechanism profiies ~ See Figure 2d

Size Ode IdentNo.

A 49671 20008842

ASlkEW 2051 =



Table Ille. Mechanism Characteristics - SDSM Edd Mirror Drive

Operation

Mass being moved (kg) (MIWISUA, (c)a~at~ (E)sti~td

inertia (kg+n~

Maximum impulse (N-m-sac)

Finite eiement modei node number I
Location and mechanism profiies B

The Solar Diffuser Stability Monitor
(SDSM) Fold Mirror Drive operates the
SDSM Fold Mirror and controls its
position during Solar Calibration
mode. Solar Calibration mode is
entered two orbits per week and lasts
approximately 6 minutes per orbit (i.e.,
the SDSM Fold Mirror is moved during
Solar Calibration mode and off for all
other modes).

0.0454 (E)

5.5 X1O+

2.97 X 1@

367004

See Figure 2e

Size Oode IdentNo.

A 49671 20008842

ASD-EW 2051 ~
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Table Illf. Mechanism Characteristics- SRCA Eatrance/Exit Siit Rotator

Operation

Mass being moved (kg) OOmUti,(c)akxtatad (~timataci

Inertia (kg+n~

Maximum impuise (N-m-see)

Finite eiement modei node number [
Location and mechanism profiies

The Spectroradiometric Calibration
Assembly (SRCA) Entrance/Exit Slit
Rotator operates during
Spectroradiometric Calibration mode.
Spectroradiometric Calibration mode
is entered monthly and lasts
approximately 75 minutes (i.e., the
SRCA Entrance Slit Rotator is on
during Spectroradiometric Calibration
mode and off for all other modes).

0.068 (E)

3.00 x 1@

3.14 X1O+

362001

See Figure 2f

Size

A
Coda Idani No.

49671 I 20008842
I
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Table Illg. Mechanism Characteristics- SRCA SOWS Wh*l Drive

Operation The SRCA Source Wheel Drive
operates the SRCA Source Wheel and
controls . its position during
Spectroradiometric Calibration mode.
Spectroradiometric Calibration mode is
entered monthly and lasts
approximately 75 minutes (i.e., the
SRCA Source Wheel is moved during
Spectroradiometric Calibration mode
and off for all other modes). i

Mass being moved (kg) (M@suti (C)duuhti. (E)ShM 0.227 (E) 9

Inetia (kg-rn~ 2.7xlti I

Maximum impuise (N+n-see) 2.83 X1 O-5 I

Finite eiement modei node number # 362001 I

Location and mechanism profiies g See Figure 2g I

Siza coda Idani No.

A 49671 I 20008842

shad 18
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Table Illh. Mechanism Characteristics- SRCAGrating Positioner

Operation The SRCA Grating Positioner operates
the SRCA Grating and controls its
position during Spectroradiometric
Calibration mode. Spectroradiometric
Calibration mode is entered monthly
and lasts approximately 75 minutes
(i.e., the SRCA Grating is moved during
Spectroradiometric Calibration mode
and off for all other modes). H

Mass being moved (kg) (M)-uA, (c)dd~tdt (EPiiMttd 0.163 (E) I
inertia (kg=rn~ I.loxlti H
Maximum Impulse (N-m-sac) 1.152 xl@ B
Finite eiement modei node number B 362001 I
Location and mechanism profiies ~ See Figure 2h a

,
size

A
CodeMen!No.
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Torque is assumed to be applied 100?Aon actuator axis (TBR 001)

o= MODIS origin
e. Center of mass being moved

Figure 2a. Mechanism Profiles - Nadir A~etture Door Actuator
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14.0 = MODIS origin

e. Center of mass being moved

Figure 2d. Mechanism Profiles-Solar ADerture Door Actuator,
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Notes:

12.

13,

I
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-

“] ‘
-1

The scan mirror will experience a start-up torque that varies from 0.42
Nm to 0.6 Nm, depending on motor shafl position. The start-uptime
is approximately 0.5 second, depending on initial position. Running
toque variations are shown above.

O = MODIS origin
e. Center of mass being moved

Figure 2c. Mechanism Profiles - Scan Mirror Motor/Encoder
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20008842

sheet 22

!..,.. ....u..J..f .y ........... . ........

i u .......ML. ...... .. . ..... i .......

-151
0 0.0-2 0.04 0.06 0.08 0.1

Time C&C}

ASD-EW 20513-S9



*7 “—. .

—--ii
I

●z

I
4 .Z

VIEWB -B

~-an4kw.om~
10.0 T ..------------------------------------------------------------------

S.o .-

4.0. -

t

0.0.

h
.4.0 .D. .O..R..O..cl.m-

-6.0
.s.0 I w u...............................................................

.10.0 ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

S.S06 z = 31248 M -w
Tlmu-.

10.Torque is assumed to be applied 100% on acutator axis (TBR 002)

11.0 = MODIS origin
e= Center of mass being moved

Figure 2b. Mechanism Profiles - Space View Door Actuator
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SRCA16.AII SRCA torques reacted to mounting points shown by @p.
calibrator actuator positions relative to MODIS origin are approximate
(TBR 003).

17.0 =
@G=
@~=
ew=

Figure

MODIS origin
Grating Positioner center of mass being moved

Slit rotator center of mass being moved
Source Wheel center of mass being moved

2f. Mechanism Profiles - SRCA Entrance/Exit Slit Rotator
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18.AII SRCA torques reacted to mounting points shown by @p. SRCA
calibrator actuator positions relative to MODIS origin are approximate
(TBR 003).

19.9G = Grating Positioner center of mass being moved
es= Slit rotator center of mass behg mov*-
ew = Source Wheel center of mass being moved

Figure 2g. Mechanism Profiles-SRCA Source Wheel Drive
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20.AII SRCA torques reacted to mounting points shown by @p. SRCA
calibrator actuator positions relative to MODIS origin are approximate
(TBR 003).

21.0G= Grating Positioner center of mass being moved
es = Slit rotator center of mass being moved
ew = Source Wheel center of mass being moved

Figure 2h. Mechanism Profiles-SRCA Gratirm Positioner
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Table IV. Finite Element Model

Revision

B
I

Date -18-92

File name MODIS-N052092.DAT

Grid/elemenV 355,001 to
property 359,999
ID range (see Note 22) ~

Coordinate 701 to 725
ID range

First fixed-base 80.6
frequency (Hz) ~

N.Q&s
22. Node numbners and descriptions for specific nodes in reduced finite element model are

as follows:

Mode Number Prescription

357392* Fold Mirror on Optical Bench
357393* Primary Mirror on Optical Bench
357394* Secondary Mirror on Optical Bench
3581Or LWIR Optical Assembly on Optical Bench
358108’ SW/MWIR Optical Assembly
358109’ VIS Optical Assembly on Optical Bench
358110* Dichroic Assembly on Optical Bench
358111* NIR Optical Assembly on Optical Bench
358112* Cold Focal Plane in Radiative Cooler
361203* Scan Mirror Center

I

Size

A

Code IdenfNo.

49671 20008842

MEW 2051 3-89
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Table V. MODIS Flight Items ~BD 006)

Item Part No. Supplier Qty

Size

A

code Mall No.

49671 20008842

ASEW 2061 3-S9
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Table V1. Launch Accountability Kit (TBD 007)

Item Drawing # Flight Non-Flight

Size Code IdentNo.

A 49671 20008842

ASD-EW 2051 3-S9
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Table V1l. Allgnment Data (TBD 008)

Alignment Offset (arc-second)
(see Note 23)

From To 0)( ey ez

Instrument Boresight Instrument Alignment Cube

Instrument Alignment Cube Instrument interface Cube

Instrument intedace Cube Spacecraft Master Reference
Cube

Instrument Alignment Cube instrument Mounting Plane &
Hole Pattern (TBD 009) (TBD 009) (TBD 009)

Drill Template Alignment Cube Drill Template Mounting Plane
& Hole Pattern (TBD 009) (TBD 009) (TBD 009)

I!hl!2x
23. Entries are offsets between the nominal instrument and spacecraft axes as defined in Figure 1. I
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Table Vlll. Reference Documents”

Document Number Date Document Title Source

.

● Table information will be filled in as required.

I

\
size

A
code kienl No.

49671 20008842

ASD-EW 2051 349
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20008840 EOS-AM

FirstApplication
EOS-AM
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Rewsions

r I Contract No.

T

Initial
Issue

I

Description

--

- -.

RevisionRecordContinuedon Sheet

Rev 002

Date

1~7-93

.

L

AQE!E
CM-(3SR

NASS32500

Written C. Wilda.

Muria MariettaASUO Space
Eut Wmdsar.NJ
Valky Forw. PA

lnte~ce Control Drawing, Thermal,
Earth Observing System AM Spacecraft to
Moderate Resolution Imaging Spectroradiometer
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PURPOSE

The Thermal Interface Control Drawing (TICD), 20008843, when executed, represents an agreement of
the detailed implementation of the thermal interface between the Earth Obsewing System (EOS) AM
Spacecraft and the Moderate Resolution Imaging Spectroradiometer (MODIS). This drawing, together
with the Mechanical Interface Control Drawing (MICD) Drawing, 20008841; MICD Tables, 20008842;
Electrical Interface Control Drawing (EICD) Schematic, 20008844; EICD Tables, 20008845; Integration
and Test Interface Control Drawing (l&T ICD), 20008846 and Command and Data Handling Interface
Control Drawing (C&DH ICD), 20008847; describe the details of the interfaces between the EOS-AM
Spacecraft and MODIS. The top-level instrument Interface Control Drawing (lCD), 20008840, provides
the instrument ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The TICD contains information on surface properties, thermal model analysis cases, power dissipation,
thermal control, and temperature limits for use in instrument and spacecraft thermal design and validation
of the spacecraft accommodation of the instrument thermal environment.

Approval Signatures

IN ADDITION TO ECN AND CCB APPROVALS,
ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVAL AND THE FULL AGREEMENT

OF THE PARTIES LISTED BELOW.

REV

I
Spacecraft Date

Program Office
●

(signature on file)

P. Giustino 4/28/93

Instrument
Program Office I ‘ateI ‘rincipa’I ‘ateInvestigator

t B

(signature on file) (signature on file)

L. Candell I 5/14/93 I W. Barnes I 5/28/93

m ■ u

Size
1A I

CodeIdeniNo.

49671 I 20008843

I I shed 2
ASD-EW 2051 3-S9



1

1.1

1.2

2

2.1

2.1.1

2.12

2.1.3

2.1.4

2.1.5

2.1.6

2.1.7

22

3

=—

Table of Contents

Title Sheet

PURPOSE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SCOPE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ...0 .

ApprovalSignatures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

THERMALDESCRIPTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MODISThermalDesignDescription. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Thermal InterfaoeDescription . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

REDUCEDTHERMALMODELS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ReducedThermalModelAnalysisCases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase1- Endof LifeSoienoeMode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase2-Beginning of LifeSoienoeMode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase3-Beginning of LifeSurvivalMode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase4-Orbit Acquisitionand Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase5- End of Life SafeMode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TestCase6- Beginningof LifeSafe Mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

T~t Case7- EarthAcquisitionFailureSafeMode . . . . . . . . . . . . . . . . . . . . . . . . . . .

PowerDissipation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

THERMALCONTROL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

2

2

8

8

8

25

25

25

25

25

26

26

26

26

26

30

ASD-EW 2051 34S

ode Ident No.r 49671 20008843

I IStlwl 3



--

Fk.m No.

1

2a

2b

2C

3a.

3b

30

4a

4b

4C

4d

4e

4f

4g

5

List of Figures

me
ThermalDesignFeatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PassiveRadiativeCoolerand SpaceViewingAnalogElectronicsModule
RadiativeFieldof View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MainElectronicsModuleRadiativeFieldof View . . . . . . . . . . . . . . . . . . . . . . . . .

ForwardViewingElectronicsModuleRadiativeFieldof View . . . . . . . . . . . . . .

ThermalFieldsof ViewAccommodation- PassiveRadiativeCoolerand Space
ViewingAnalogModule. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ThermalFieldsof ViewAccommodation- MainElectronicsModule . . . . . . . .

ThermalFieldsof ViewAccommodatiort-FofwardViewingAnalogModule. . .

SurfaceDesignations- MODISExternalSurfaces . . . . . . . . . . . . . . . . . . . . . . .

SurfaceDesignations- MODISExternalSurfaces-X View . . . . . . . . . . . . . . . .

SurfaceDesignations- MODIS ExternalSurfaces+X View . . . . . . . . . . . . . . . .

SurfaceDesignations-Space ViewDoor Interior . . . . . . . . . . . . . . . . . . . . . . . .

Sufia~D*ignations -Spree MwDwr~efior . . . . . . . . . . . . . . . . . . . . . . . .

SurfaceDesignations- ScanApertureSunshadeInterior . . . . . . . . . . . . . . . . .

SurfaceDesignations- ScanApertureSunshadeExterior. . . . . . . . . . . . . . . . .

Heaterand SensorLocations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

10
11
12

13

14

15

16

17

18

19

20

21

22

33

size (kaleIdentNo.
A 49671 20008843

ASD-EW 2051 3-SS



I

II

Ill

Iv

Va
VI
Vll

--

List of Tables

Titie

SurfaceProperties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

ReducedThermalModels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

T~t CaseTemperaturePredictions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

PowerDissipation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

TemperatureControl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Taperature Limits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

ReferenceDocuments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Size

I

Oode idenl No.

A 49671 20008843

SW 5
ASO-EW 2051 349



=—

TBD Log

Jtem smlQn Ea9e Sd2iQa 5QS9

TBD-1 Figure3a 13 ThermalFoVaccommodation C.Wilds (MMC) 6-15-93
Figure3b (3 places)
Figure30 ;:

TBD-2 TableI 23 Calculatedarea (2 places) P.Bortfeldt(SBRC) *1 5-93

TBD-3 TableVa 31 Temperaturecontrol*(2 places) P.Bortfeldt(SBRC) &l %93
TableVb 32 J. Mehrten(SBRC)

TBIkl Figure5 33 Heaterand sensorlocations P.Bortfeldt(SBRC) 6-15-93
J. Mehtten(SBRC)

TBD-5 TableVI 34 Temperaturelimits* P.Bortfeldt(SBRC) -15-93

● Where the majority of the table information is TBD, the entire table has been identified
as TBD in the table title. Table information will be filled in as it becomes available.

,X1“Ze code 1- No.

49671 20008843

Sheet 6

ASD-EW 20S1 3-SS



--

TBR Log

Mm S@S2nmae mm=

TBR-1 TableIll 28 SMAoperatingtemperaturerange P.Bortfeldt(SBRC) *1 5-93

Size Code Ident No.

A 49671 20008843

ASEW 2051 3-S9



--

1 THERMAL DESCRIPTION

1.1 MODIS Thermal Design Description

The entrance aperture represents a sizeable thermal disturbance due to a strong radiative
coupling to the earth. The space view port and Passive Radiative Cooler (PRC) are both
located on the +Y face. Because of the shielding effect of the door, the environmental load
on these two apertures is quite low. The PRC is used to cool the LWIR and SWIWMWIR
detectors to their required operating temperature of 85K. A servo-controlled heater is
provided at the focal planes to maintain any one of three predetermined temperature set
points (85K, 88K, and 95K). The PRC is conductively isolated from the instrument.

The solar calibrator port is located on the +X face of the instrument and is covered by a
protective door. During solar calibration periods, the door is opened for approximately
2 minutes and solar energy is admitted through the aperture into the instrument. An
articulating screen is provided which maybe deployed across the solar calibration aperture
to limit admitted radiation to 89’oof full sun. This screen will be employed periodically to
obtain a second calibration point. Solar calibration is considered to be a significant thermal
input.

There are three other calibration devices internal to MODIS. They are the
Spectr*Radiometnc Calibration Assembly (SRCA), the IR blackbody, and the Solar
Diffuser Stability Monitor (SDSM). Each of these devices is used only infrequently. When
active, they dissipate some power, the highest being the SRCA and blackbody at about
30W each. These calibration devices are interlocked so that simultaneous activation of
more than one will not be permitted.

1.2 Thermal Interface Description

MODIS is designed to be thermally independent from the EOS-AM Spacecraft. All
thermally non-functional outer surfaces are covered with Multi-Layer Insulation (MLI) to
minimize radiative exchange with the surroundings, and low conductance kinematic
mounts are provided at the interface to the spacecraft. The functional openings on the
instrument are: 1) entrance apetture, 2) space view port, 3) solar diffuser port, and 4) the
PRC opening.

Most of the primary radiating surfaces are located on the +Y face of the instrument, the
exception being a single electronics radiator on the +X face. These radiators reject the
majority of the power dissipated within the instrument. These radiators are painted white
to minimize absorbed albedo and solar energy.

The physical thermal design features are shown in Figure 1; thermal Fields of View (FoV)
which went into making up the instrument model are shown in Figure 2a - 2c; resulting
thermal FoV accommodation is shown in Figure 3a - 3c; the Thermal Radiation Analyzer
System (TRASYS) model surfaces are shown in Figure 4a - 4c; and therm~ptical
properties of the TRASYS model surfaces are listed in Table 1.
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Figure 3t?. Thermal Fields of View Accommodation - Passive Radiative Cooler and
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Figure 3c. Thermal Fields of View Accommodation - Forward Viewing Analog Module
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Table 1. Surface Properties
--

TRASYS Ooating Arsa(h#) 5urfaoeEmissivity Surface Absorptivity
Surfaoe ID

Oalcuiated TRASYS BOL EOL BOL EOL

(TsD-2)

43001 98%specularAluminum 912 0.035 0.035 0.13 0.13

43002 9S%_lar Aluminum 144 0.035 0.035 0.13 0.13

43003 98%0 speoular Aluminum 144 0.035 0.035 0.13 0.13

43004 S13GA0 912 0.88 0.88 0.2 0.35

43005 S13CYL0 144 0.88 0.88 0.2 0.35

43006 S13GL0 144 0.88 0.88 0.2 0.35

43007 Blaok paint 706 0.9 0.88 0.9 0.92

43009 Blaok paint 270 0.9 0.88 0.9 0.92

43010 Blaok paint 220 0.9 0.88 0.9 0.92

43011 Black paint 226 0.9 0.68 0.9 0.92

43012 Blackpaint 50 0.9 0.88 0.9 0.92

43013 MLI-2 milKAPTONouterlayer 353 0.74 0.7 0.35 0.5

43014 MLI-2 mil KAPTON outer layer 353 0.74 0.7 0.35 0.5

43015 MLI-2 milKAPTONouterlayer 491 0.74 0.7 0.35 0.5

43017 MLI-2 milKAPTONouterlayer 226 0.74 0.7 0.35 0.5

43018 MLI-2 mil KAPTON outer layer 49 0.74 0.7 0.35 0.5

43019 MLI-2 milKAPTONouterlayer 268 0.74 0.7 0.35 0.5

43020 MLI-2 milKAPTONouterlayer 884 0.74 0.7 0.35 0.5

43021 MLI-2 milKAPTONouterlayer 817 0.74 0.7 0.35 0.5

43022 MLI-2 mil KAPTON outerlayer 233 0.74 0.7 0.35 0.5

43023 MLI -2 mil KAPTON outer layer 192 0.74 0.7 0.35 0.5

43024 MLI-2 milKAPTONouterlayer 151 0.74 0.7 0.35 0.5

43026 MLI-2 mil KAPTON outer layer 234 0.74 0.7 0.35 0.5

43027 MLI -2 mil KAPTON outer layer 192 0.74 0.7 0.35 0.5

43028 MLI -2 mil KAPTON outer layer 176 0.74 0.7 0.35 0.5

MQtesL
BOL
c
EOL
ID
in
MLI
TRASYS

Beginningof life
Celsius
Endof life
Identification
Inch
MultiiLayer Insulation
ThermalRadiationAnalyzerSystem

Sizs Ooda Idant No.
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Table L Surface Properties (Continued)

TRASYS Ooating Area (k@ surfaoe@sslvlty
Sutice ID

Oalculetad TRASW BOL EOL
(’rBD-2)

43030 MLI -2 mil KAPTON outer layer 158 0.74 0.7

43031 MLI -2 mil KAPTON outer layer 688 0.74 0.7

43032 S13GA0 25 0.88 0.88

43033 s13G/Lo 24 0.88 0.88

43034 S13GIL0 433 0.88 0.88

43035 S13GIL0 4s1 0.s8 0.88

43038 S13GIL0 418 0.s8 0.88

43037 Elaotroplated gold 114 0.08 0.04

43038 Electroplated gold 147 0.08 0.04

43039 Electroplated gold 147 0.08 0.04

43040 Soan aperture-Y side 41 1 1

43041 Sean aperture +Y side 23 1 1

43042 Seanaperture-X side 115 1 1

43043 Scan aperture +X side 115 1 1

43044 Spaoe view port-Z side se 1 1

43045 Spaoe view port +Z side 19 1 1

43080 MLI -2 mil KAPTON outer layer 57 0.74 0.7

43061 MLI -2 mil KAPTON outer layer 76 0.74 0.7

43082 ML! -2 milKAPTONouterlayer 279 0.74 0.7

43083 MLI -2 mil KAPTON outer layer 279 0.74 0.7

43084 MLI -2 mil KAPTON outer layer 1194 0.74 0.7

43066 MLI -2 mil KAPTON outer layer 464 0.74 0.7

43067 MLI -2 mil KAPTON outer layer 928 0.74 0.7

43068 MLI -2 mil KAPTON outer layer 398 0.74 0.7

43069 MLI -2 mil KAPTON outer layer 338 0.74 0.7

43070 MLI -2 mil KAPTON outer layer 402 0.74 0.7

!!!QEs
BOL
c
EOL
ID
in
MLI
TRASYS

Beginningof life
Celsius
Endof life
Identification
Inch
Multi-byer Insulation
ThermalRadiationAnalyzerSystem

Surface Absorptivity

T

+--l=

a=0.2 0.35

0.2 0.35

0.2 0.35

0.25 0.35

0.25 0.35

0.25 I 0.35

1 11

1

1 11

1 II

1

1

0.35 1 0.5

0.35 j 0.5

=E
0.35 0.5

0.35 0.5

0.35 0.5

0.35 0.5

0.35 0.5

0.35 0.5

0.35 I 0.5

0.35 I 0.5
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2 REDUCEDTHERMAL MODELS

The Reduced Thermal Models (RTMs) used for spacecraft-level analysis are identified in
Table Il.

2.1 Reduced Thermal Model Analysis Cases

* The Systems Improved Numerical Differencing Analyzer (SINDA) analysis cases of the
integrated instrument RTMs/spacecraft model are described below, and the resulting
temperaturepredictionsare providedin Table Ill.

The MODIS RTM describes the Day Imaging and Night Imaging modes for one orbk. This
information is used for EOL Science Mode analysis. This is notthe worstcase maximum
power dissipation for the MODIS; however,the worst case occurs during infrequent and
short duration calibration activities. Since no MODIS transient dissipations are provided
in the RTM, the same orbit average dissipations are used.

2.1.1 Test Case 1- End of Life Science Mode

Test Case 1, End of Life (EOL) Science Mode, provides worst case maximum temperature
predicts and heater power (Qhtr) estimates (if required) in the EOL Science Mode for the
EOS-AM mission. it assumes a previously-missed TDRSS contact is being made up (i.e.,
the mak~p contact duration is33 minutes instead of 22 minutes) and includes instrument
observation dissipation peaks. This is considered the worst case hot design point for the
spacecraft.

2.12 Test Case 2- Beginning of Life Science Mode

Test Case 2, Beginning of Life (BOL) Science Mode. provides worst case minimum
temperature predicts and Qhtr estimates in the BOL Science Mode for the EOS-AM
mission. it assumes no TDRSS contact during the orbit and does not use instrument
observation dissipation peaks; rather, only the Standby levels are used. (If no transient
dissipations were provided in the RTMs, the same orbit average dissipations were used.)

2.1.3 Test Case 3- Beginning of Life Survivai Mode

Test Case 3, BOL Survival Mode, provides worst case minimum temperature predicts and
Qhtr estimates in the BOL Survival Mode for the EOS-AM mission. This case represents
a low power availability condition, and therefore the instrument is assumed to be powered
off. it is assumed that the instrument is unable to close its doors and thus experiences the
worst cold scenario.

ASHW 2051 M

size code Idenl No.
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2.1.4 Test Case 4- Orbit Acquisition and initialization ‘—

Test Case 4, OrbitAcquisitionand Initialization(OAI), provides heater power estimates to
be used in Electrical Power Subsystem (EPS) energy balance calculations. Both nominal
and failed solar array deployment cases are considered for energy balance concerns.
Instrument shields and covers are assumed to be closed to minimize heat loss.

2.1.5 Test Case 5- End of Life Safe Mode

Test Case 5, EOL Safe Mode, includes two nominal, sunariented spacecraft
configurations with a “parked’ solar array. Maximum temperatures (to assess
sun-oriented components) and heater power estimates (to determine the ioad on the EPS)
are provided. instrument doors are assumed open during this phase.

2.1.6 Test Case 6- Beginning of Life Safe Mode

Test Case 6, BOL Safe Mode, includes two nominal, sun-oriented spacecra~
configurations with a “parked” solar array. Maximum temperatures (to assess
sun+riented components) and heater power estimates (to determine the load on the EPS)
are provided. Instrument doors are assumed open during this phase.

2.1.7 Test Case 7- Earth Acquisition Faiiure Safe Mode

Test Case 7, Earth Acquisition Failure Safe Mode, includes one nominal, sun+xiented
spacecraft configurations with a “parked solar array. Minimum temperatures and heater
power estimates are provided. instrument shields and covers are assumed to be closed
to minimize heat ioss.

2.2 Power Dissipation

The power dissipations used for spacecraft-level analysis are identified in Table iV.

+
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Table Il. Reduced Thermal Models

Revision

Preliminary I Preliminary i I #
Date 12-30-91 11-18-92

TRASYS22 filename MODISN MDN-THV.INP

SINDA87 file name MODISN MDN-
SHV3.INP

Node # 7500&75049 43000-43099

Notes:
SINDA Systems Improved Numerical Differencing Analyzer
TRASYS Thermal Radiation Analyzer System

Size

1A I
odeMeldNo.
49671 I 20008843

I I I Street 27
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Node#

PRC

43006
SMA

43007
FAM

43008
CLAM

43009
SAM

43010
MEM

Table Ill. Test Case Temperature Predictions
--

-temperatureRange(C) TeetOaeeTemperaturePrediotlone(C)

9

Op I Non-p 1 (Max)
I

2 (rein)
I

3 (mIn) 4 (mIn) 5 (max)
I

6 (mIn)
I

7 (mIn)

-213 -213 -92 -96 -106 -13 -110 -110 -111

4 :

oto35 -30 to 50 25 17 4 -28 -26 -28 -31

(TSR-1)

-25 to45 -35 to70 32 24 -14 -14 -9 -14 -14

-25 to45 -35 to70 28 19 -13 -23 -22 -24 -27

-25 to45 45 to70 23 18 -14 -14 -9 -14 -14

-25 to45 -35 to70 28 21 -14 -14 -12 -14 -14

NQlesi
BOL

c
CLAM
EOL
FAM
max
MEM
min
Non-Op

Op
PRC

SAM
SiNDA
SMA

Beginning of life
Celsius
Cooler Located Analog Module

End of life
Forward Viewing Analog Electronics Module
Maximum
Main Electronics
Minimum
Non-operating

Operating
Passive Radiative Cooler
Space Viewing Analog Electronics Module
Systems improved Numerical Differencing Analyzer
Scan Mirror Assembly

size
A

CodeIdmt No.

49671 20008843
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Table IV. Power Dissipation

Node #/Description Average Power Dissipation (Watts)

Mode

Safe Survival Science
(Day/Night Imaging)

43006 SMA o 0 3.0

43007 FAM o 0 14.0

43008 CIAM o 0 4.3

43009 SAM o 0 32.1

43010 MEM o 0 110.0

Total RTM electrical o 0 163.4
dissipation

Detailed model 24.2 0 158.9
electrical dissipation

Detailed model heater 100 100 0
power

-

CLAM Cooler Located Analog Module
FAM Fonvard Viewing Analog Electronics Module
MEM Main Electronics Module
RTM Reduced Thermal Model
SAM Space Viewing Analog Electronics Module
SMA Scan Mirror A‘--–L’- -AssemDly

Sze I Code kid No.

A 49671 20008843
1
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3 THERMAL CONTROL

1. Heatem, coolem, wntrolsensom, andtem~rature telemet~senso& aredescribedin
Table V.

2. Heater and sensor locations are shown in Figure 5.

3. Temperature limits are given in Table V1.

Size
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Table Va. Tempemture Control (TBD-3) *

.

\

ID

Function Providetemperaturecontrolfor
MEM survival

VW

Configuration*

Location/RTM Mode

Device

Control sensor

Telemetry sensor

Temperature telemetry
sensor acronym

Heat sink Main ElectronicsModule radiator

Control method Passive thermostat switch

Power source Spacecraft power feed routed
through MODIS power supply

Dissipation (VU)

Peak 69

Average 69

Set Points (C)

On -14

off -8

!i!QMiw
● Coolers only
● ☛ Where the majority of the table information is TBD, the entire table has

been identified as TBD in the table titile. Table information will be
filled in as it becomes availabe.

c Celsuis

ID Identifier

TBD To be determined

MEM Main Electronics Module

w Watt
size Code IdentNo.

A 49671 20008843
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Table Vb. Temperature Control ~BD~)*

ID

Function Providetemperaturecontrolfor SAM suwival

Type

Configuration*

Location/RTM Mode

Device

Control sensor

Telemetry sensor

Temperature telemetry
sensor acronym

Heat sink Space Viewing Analog Electronics Module
radiator

Control method Passive thermostat switch

Power source Spacecraft powerfeed routed through MODIS
power supply

Dissipation (W)

Peak 23

Average 23

Set Points (C)

On -14

off -8

!!htesi
* Coolers only
● ☛ Where the majority of the table information isTBD, the entire table has

been identified as TBD in the table titile. Table information will be
filled in as it becomes availabe.

c Celsuis

ID Identifier

TBD To be determined

SAM Space Viewing Analog Electronics Module

I

w Watt
Size

A
CodeklentNo.

49671 I 20008843

Sheei 32
ASD-EW2051 3-89
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Table V1. Temperature Llmlts ~BD4) ** (See Note 2)

Telemetry Acronym Telemetry Acronym

MOD-Tx- MOD-TX- _______---- ---- --
,

Mode Average (C) Minimum (C) Maximum (C) Mlnlmum (C) Maximum (C)

.aunch

Safe

Wvival (see Note 3.) -20 60

rurnan

Science 8 18
:Day/imaging)

NQ$esi
● * Where the majority of the table information is TBD, the entire table has been identified

as TBD in the table title. Table information will be filled in as it becomes available.
2. Telemetty identified by ● is invalid when instrument power is off.

3. Survivallimitsrepresenttemperaturesbeyondwhichthe instrumentcannot recover and
meet performance requirements.

Iw

.-J



--

Table WI. Reference Documents*

Document Number Date Document Title Source

* Table information will be filled in as required.

.

Size

A
codeIdentNo.
49671 20008843

I
I I I sheet 35
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PURPOSE

The Electrical Interface Control Drawing (EICD) Tables, 20008845, when executed, in conjunction with
the EICD Schematic, 20008844, represents an agreement of the detailed implementation of the electrical
interface between the Earth Observing System (EOS) AM Spacecraft and the Moderate Resolution
Imaging Spectroradiometer (MODIS). These two drawings, together with the Mechanical Intetiace
Control Drawing (MICD) Drawing, 20008841, MICD Tables, 20008842, Thermal Interface Control Drawing
(TICD), 20008843, Integration and Test Interface Control Drawing (l&T ICD), 20008846, and Command
and Telemetry interface Control Drawing (C8LTICD), 20008847, describe the details of the interfaces
between the EOS-AM Spacecraft and MODIS. The to~level instrument Interface Control Drawing (lCD),
20008840,provides the instrument ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The EICD Tablescontain information necessary to fabricate and test the instrument harnesses. It provides
definition of interface circuits, timing diagrams, power profiles and transients, and electromagnetic sources
and sensitivities. The EICD Schematic contains the instrument system schematic and grounding diagram.
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1 HARNESSES

1.1 Harness Definition --

1.

2.

3.

The block diagram of the harnesses utilized by the MODISisshown in Figures 1through
4. (All harnesses are supplied by the Spacecraft Integrator.)

The harness lengths are given in Table 1. The harness length given is the total length
of the harness from the instrument to the spacecraft component providing or receiving
the signal. Also included in Table I is the total number of connector pairs present in a
harness including the connector mating half on the instrument and on the spacecraft
component. Each harness is referenced by the Harness Segment ID between the
instrument and the Interface Connector Panel (ICP) shown in Figure 1.

The list of connectors mating to the MODIS used by the Spacecraft Integrator to
fabricate the MODIS hamess;s is shown in Table Il. - “

a.

b.

c.

1.2

Spacecraft harness connector numbers are assigned to denote the subsystem,
component, and approximate location of the component on the spacecraft.
Non-flight connector numbers are preceded by an X. (TBR 1)

The interconnections are shown in Tables Ills through Illm. The following legend
is used for wire type:

Coax Coaxial transmission line

Sc Single conductor, unshielded

SCS Single conductor, shielded

Tn Twisted bundle of n wires, unshielded

TnS Twisted bundle of n wires, shielded

Twinax Twinaxial transmission line

Triax Triaxial transmission line

All harnesses which are required by PN20005869, EOS-AM Spacecraft EMC
Control Plan, to have an overall outer shield have either a copper tape over-wrap
or a braid shield.

The copper tape is actually copper-plated mylar tape which is one inch wide. The
tape is then folded over 1/8 inch, making it 7/8 inch wide. The tape is 0.0017 inches
thick (0.0007 inch copper on 0.001 inch mylar). The wrap is lapped half its width.

Cables using a braid shield use braids similar to MIL-C-27500.

Interface Circuits

The interface circuits are shown in Figures 5 through 11.

1.3 Timing Diagrams

The timing diagrams are shown in Fiqures 12 throuqh 17.
Size code Idellt No.

A 49671 I 20008845
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~ameas SegmentID]

plameas Segment ID]
120 V POWER FEED B

NXJX ~ameea SegmentID] MODP2
BDU COMMAND INTERFACE

@-tameasSegment ID]
NXJX

@hnees SegmentID] MODP3

pfameas SegmentID]
BDUTELEMETRY INTERFACE

Mameas SegmentID]

TM&F BUS B
plameaa SegmemtID]

NXJX
~ameaa SegmentID]

MODP6

Mameaa

Mames9

&tameaa

C&T BUS A
SegmentID] L J NXJX

p+ameaa Segment ID]
MODP7

SegmentID]

SegmentIDT
r 1 HRDI A HI

J NXJX
~ameaa Segment ID]

MODP9
HRDL A LO

NXJX
~ameaa Segment ID]

MODP1O

ICP

InterfaceConnectorPanel
Connectornumbersare (TBD 1).

Harness Segment ID numbers are (TBD 2).

MODJ1
(SBRC MODIS PSI Jl)

MODJ2
(SBRC MODIS PS2 Jl)

MODJ3
(SBRC MODIS J3)

MODJ4
(SBRC MODIS J4)

MODJ5
(SBRC MODIS J5)

MODJO
[SBRC MODIS J6)

MODIS
MODJ7
(SBRC MODIS J7)

MODJS
(SBRC MODIS J8)

MODJS
(SBRC MODIS JS)

‘MODJ1O
~(SBRC MODIS J1O)

~MODJ11
(SBRC MODIS Jll)

MODJ12
(SBRC MODIS J12)

Figure 1. Harness Block Diagram - MODIS/Spacecraft Interface
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1. Number of harness segments and connector pairs is (TBD 3)

Figure 2. Harness Block Diagram-MODIS/Power Interface
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1. Number of harness segments and connector pairs is (TBD 3).

Figure 3. Harness Block Diagram - MODIS/Command and Telemetry Interface
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Table L Ham

Description Instrument Harness
Segment ID

(TBD 2)

120V Power Feed A

120V Power Feed B

BDU Cmd l/F I
BDU Tlm l/F

TM&F BuS A

TM&F BuS B

C&T BuS A

C&T BuS B

HRDLAHI

HRDL A LO

HRDL B HI I

HRDL B LO I

ss Length

Total #of
Segments

(TBD 3)

Total # of
Connector

Pairs
(TBD 3)

Total
Length

(meters)
(TBD 4)

Figure
#

2

2

3

3

3

3
m m

I I 3

+=&
I

I.
I I 4

Size Code Ident No.

A 49671 20008845

Sheel 13



Table Il. Connector List

Component Connector Harness Connector MICD Drawing Function
Location I

Designation Type Deslgnatlon ~pe Sheet Zone

MODJ1 MS27474T12F98P MODP1 MS27484T12F98S 14 E6 MODIS 120V Power-
Feed If

MODJ2 MS27474T12F98P MODP2 MS27484T12F98S 14 E6 MODIS 120V Power -
Feed B

MODJ3 MS27508T16F35S MODP3 MS27484T16F35P 14 E5 MODIS BDU Cmd I/F

MODJ4 MS27508T22F35S MODP4 MS27484T16F35P 14 E5 MODIS BDU Tlm l/F
(both passive analog and
passive hi-level telemetry)

MODJ5 (TBR 2) Trompeter MODP5 ~BR 2) Trompeter 14 E5 MODIS ~me Mark and
BJ3159AC-221 PL3155AC-221 Frequency Bus - Side A
Bulkhead Jack Plug

MODJ6 (TBR 2) Trompeter MODP6 (TBR 2) Trompeter 14 E5 MODIS ~me Mark antj
BJ3159AC-221 PL3155AC-221 Frequency Bus - Side B
Bulkhead Jack Plug

MODJ7 (TBR 2) Raychem MODP7 (TBR 2) Raychem 14 E5 MODIS Command and
D-621-0412P D-621 -0411S Telemetry Bus A rl

MODJ8 (TBR 2) Raychem MODP8 ~BR 2) Raychem 14 E5 MODIS Command and
D-621-0412P D-621 -0411S Telemetry Bus B

MODJ9 Gore MODP9 Gore G2S01 14 E5 MODIS High Rate Data Link
G2S01R52050.O - Side A -Hi

MODJ1O Gore MODP1O Gore G2S01 14 E5 MODIS High Rate Data Link
G2S01R52050.O - Side A -Lo

MODJ11 Gore MODP1l Gore G2S01 14 E5 MODIS High Rate Data Link
G2S01R52050.O - Side B-Hi

MODJ12 Gore MODP12 Gore G2SOI 14 E5 MODIS High Rate Data Link
G2S01R52050.O - Side B-Lo



Table Ills. MODP1: Power Feed A InterconnectIons

Destination
I

wire
Size

izir
Type

iixr
Group

Fiii6iT
Group

Tlmlng
Diagram

(Flgura #)

imixFunction Color

(TBD 6)

Interface
circuit

m (Figure #)

T MODIS+120V
POWERFEEDA-1

MODIS+120V
POWERFEEDA-2

SPARE

7Ei- 1

5T5S 001 001 N/A 1

T5S 001 001 5 N/A 1D MODIS FAULT
GROUND A

MODIS +120 V
POWER FEED
RETURN A-1

NXJX 20

NXJX 20

T5S 001

001

001 5

5

NIA 1

1

E

F T5S 001 NIAMODIS +120 V
POWER FEED
R~URN A-2

G SPARE

f!ktmx
N/A Not applicable
1. Interface cable outer shield bonded to shell of harness connector.



Table lllb. MODP2: Power Feed Blnterconnections

YGzr
Group

aiizr
Group

Tlmlng
Diagram

(Figure #)

Function Color

(TBD 6)

Interface
Circuit

Hi
rBD 5

(Figure #)Connector
(TBD 1)

7ii-MODIS +120 V Y?r
POWERFEEDB-1

B MODIS +120 V
POWER FEED B-2

NXJX 20 T5S 001 001 5 NIA 1

SPARE

MODIS FAULT
GROUND B

MODIS +120 V
POWER FEED
R=URN B-1

NXJX 20 T5S 001 001 5 N/A 1

NXJX 20 T5S

T5S

001 001 5 WA 1

001 NIAMODIS +120 V
POWER FEED
RETURN B-2

NXJX 001 5 1

G

-Fi-
Tr

SPARE

SPARE

SPARE
—

K SPARE

JY.!2@s
N/A Not applicable
1. Interface cable outer shield bonded to shell of harness connector.

,
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Table Inc. MODP3: BDU Commands Interconnections

Pln Function Destination Wire Wire Twist Shield Color Interface Timing Notee
Size ~pe Group Group Circuit Diagram

Connector Pin (TBD 6) (Figure #) (Figure #)
(TBD 1) (TBD 5;

1 CP_A_ON_B_OFF NXJX 24 T2 001 001 6 12 1,2

2 CP_A_ON_B_OFF_RTN NXJX 24 T2 001 001 6 12 1,2

3 SPARE

4 CP_B_ON_A_OFF NXJX 24 T2 002 001 6 12 1,2

5 CP_B_ON_A_OFF_RTN NXJX 24 T2 002 001 6 12 1,2

6 SPARE

7 SPARE

8 CP_STD_RESET NXJX 24 T2 003 001 6 12 1,2

9 CP-STD_RES~_RTN NXJX 24 T2 003 001 6 12 1,2

10 CP_UPLD_RESET NXJX 24 T2 004 001 6 12 1,2

11 CP_UPLD_RESET_RTN NXJX 24 T2 004 001 6 12 1,2

12 SPARE

13 SPARE

14 SPARE

15 ENABL_FAILSAFE NXJX 24 T2 005 001 6 12 1,2

16 ENABL_FAILSAFE_RTN NXJX 24 T2 005 001 6 12 1,2

17 SPARE

18 SPARE

19 SPARE

20 SPARE

21 SPARE

22 SPARE

Notes:
1. interface cable outer shield bondedto shell ofhamess connector.

2. All twisted pair signals will be enclosed in an overall shield.
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T
24

F

26

27

3

29

38

39

40

41

42

Table Inc. MODP3: BDU Commands Interconnections (cent’d)

Function Destination Wire wire Twist Shieid Color Interface Timing Notes
Size ~pe Group Group Circuit Diagram

Connector Pin (TBD 6) (Figure #) (Flgura #)
(TBD 1) (TBD 5:

PSl_ON NXJX 24 T2 006 001 6 12 1,2

PSl_ON_RTN NXJX 24 T2 006 001 6 12 1,2,3

Psl Ps2_oFF_A NXJX 24 T2 007 001 6 12 1,2

PSI Ps2_oFF_A_RTN NXJX 24 T2 007 001 6 12 1,2,4

SPARE

SPARE

SPARE

Psl Ps2_oFF_B NXJX 24 T2 008 001 6 12 1,2

Psl Ps2_oFF_B_RTN NXJX 24 T2 008 001 6 12 1,2,4

PS1PS2_ON NXJX 24 T2 009 001 6 12 1,2

PSI Ps2_oN_RTN NXJX 24 T2 009 001 6 12 1,2,3

SPARE

SPARE

SPARE

SPARE

PS2_ON NXJX 24 T2 010 001 6 12 I 1,2

Ps2_oN_RTN NXJX 24 T2 010 001 6 12 1,2,3

PSI Ps2_sD_DIsABL NXJX 24 T2 011 001 6 12 1,2

PslPs2_sD_DlsABL_RTN NXJX 24 T2 011 001 6 12 1,2,4

SPARE

1. Interface cable outer shield bondedto shell ofhamess connector.

2. All twisted pair signals will be enclosed in an overall shield.

3. Common return groupl (6places)

4. Common return group 2(4 places)
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Table Inc. MODP3: BDU Commands Interconnections (cent’d)

Pin Function Destination wire Wire l’wlst Shield Color Interface Tlmlng Notes
Size ~pe Group Group circuit Diagram

,
Connector Pin (TBD 6) (Figure #) (Figure #)

(TBD 1) (TBD 5;

43 SPARE

44 SPARE

45 PSI Ps2_sD_ENABL NXJX 24 T2 012 001 6 12 1,2

46 PslPs2_sD_ENABL_RTN NXJX 24 T2 012 001 6 12 1,2,3

47 SURVHTR_A_ENABL NXJX 24 T2 013 001 6 12 1,2

48 SURVHTR_A_ENABL_RTN NXJX 24 T2 013 001 6 12 1,2,3

49 SPARE

50 SPARE

51 SURVHTR_B_ENABL NXJX 24 T2 014 001 6 12 1,2

52 SURVHTR_B_ENABL-RTN NXJX 24 T2 014 001 6 12 1,2,3

53 SURVHTRS_DiSABL NXJX 24 T2 015 001 6 12 1,2

54 SURVHTRS iSABL RTN

!

NXJX

I 24 I h I 0’5 00’

6 12 1,2,4

MISJ8 &
MXJn

(MIIJ8) L .1 u T
~ame.saSagmentlD]

MXJx Wame

r!!mm
Interface cable outer shield bonded to shell of harness connector.

r
1.

2. All twisted pair signals

3. Common return group

4. Common return group

will be enclosed in an overall shield.

1 (6 places)

2 (4 places)



Table Illd. MODP4: BDU Telemetry Interconnections

Pin Function Destination Wire Wire Twist Shield Color Interface Timing
Size ~pe GrouP Group circuit Diagram

Connector Pin (TBD6) (Figura#) (Flgum#)
(TBD1) (TBD5:

1 TR_RC_CLDSTG_Hl NXJX 24 T2 001 002 7 13

2 TR_RC_CLDSTG_Hl_RTN NXJX 24 T2 001 002 7 13

3 SPARE

4 TR_AOP_BY_RC NXJX 24 T2 002 002 7 13

5 TR_AOP_BY_RC_RTN NXJX 24 T2 002 002 7 13

e SPARE

7 SPARE

8 TR_MF_NEAR_KM3 NXJX 24 T2 003 002 7 13

9 TR_MF_NEAR_KM3_RTN NXJX 24 T2 003 002 7 13

10 SPARE

11 SPARE

12 SPARE

13 TR_MF_OB_BLKHD NXJX 24 T2 004 002 7 13

14 TR_MF-OB_BLKH D_RTN NXJX 24 T2 004 002 7 13

15 SPARE

16 TR_ME_NX_HEATS INK NXJX 24 T2 005 002 7 13

17 TR_ME_NX_HEATS lNK_RTN NXJX 24 T2 005 002 7 13

18 SPARE

19 TR_SA_MTR_ENCDR NXJX 24 T2 006 002 7 13

20 TR_SA_MTR_ENCDR_RTN NXJX 24 T2 006 002 7 13

21 SPARE

22 TR_FAM_RADIATOR NXJX 24 T2 007 002 7 13

iT
1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1. interface cable outer shield bondedtosheli ofharness connector.

2. All twisted pair signals will be enclosed in an overall shield.

b



Table llld. MODP4: BDUTelemetry interconnections (cont’d)

K

—
r
z-

Function
I

Destination wire Wire TkvIst Shield color
Size Type GrouP Group

(TBD 6)

24 T2 007 002

24 T2 008 002

24 T2 008 002

24 T2 008 002

24 T2 009 002

24 T2 010 003

24 T2 010 003

24 T2 011 003

24 T2 011 003

24 T2 012 003

Intanface
circuit A

Timing Notes
Diagram

(Figure#)

13 1,2

Connector Pin
(TBD1) (TBD5

TR_FAM_RADIATOR_RTN NXJX

SPARE

(Figure#)

TR_SAM_RADIATOR NXJX

TR_SAM_RADl~OR_RTN NXJX

SPARE

7 +-H-
27

728 TR_ME-PSRADIATOR [ NXJX I

+-t+-29 TR_liiE-PSRADIATOR_ilTN NXJX

SPARE

SPARE

7

30

31

32 SPARE

33 CR_NAD_l_lATCHED NXJX

34 CR_NAD_l_lATCH ED_RTN NXJX

14 1,2

14 1,2

14 1,2

14 1,2

1“

8

8

-35

T

CR_NAD_2_lATCH ED I NXJX I 8

cR_NAD_2_LATcHED_RTN I NXJX I 8
1 ■

SPARE I I37

38

x

SPARE I I
E 1

SPARE
m m

SPARE I40

T SPARE

SPARE
!s
:
E!
m

——.

42
I I

SPAREm

ii
M

43
m

14 1.2CR_SVD_l_LATCH ED I NXJX I 8

1. Interface cable outer shield bondedto shell ofhamess connector.

2. All twisted pak signals will be enclosed in an overall shield.
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Table llld. MODP4: BDUTelemetry interconnections (cont’d)

Pin Function Destination Wire Wire Twist Shieid Coior interface Timing Notas
Size ~pe Group Group circuit Diagram

Connector Pin (TED6) (Figure#) (Figure#)
(TBD1) (TBD5)

45 CR_SVD_l_iATCH ED_RTN NXJX 24 T2 012 003 8 14
I

1,2

46 CR_SVD_2_iATCH ED NXJX 24 T2 013 003 8 14 1,2

47 cR_svD_2_iATcHED_RTN NXJX 24 T2 013 003 8 14
I

1,2

48 SPARE

49 SPARE
I

50 SPARE

51 SPARE
I

52 SPARE

53 SPARE
I

54 CR-SDD-LATCHED NXJX 24 T2 014 003 8 14 1,2

55 CR_SDD_LATCHED_RTN NXJX 24 T2 014 003 8 14
I

1,2

56 CR_CP_A_ON NXJX 24 T2 015 003 8 14 1,2

57 CR-CP_A_ON_RTN NXJX 24 T2 015 003 8 14
I

1,2

58 SPARE

59 SPARE I
60 SPARE

61 SPARE

62 SPARE

63 SPARE

64 SPARE

65 CR_CP_B_ON NXJX 24 T2 016 003 8 14 1,2

66 CR_CP_B_ON_RTN NXJX 24 T2 016 003 8 14 1,2

!!!Qtm
1. interface cable outer shield bondedtosheli ofhamess connector.

2. All twisted pair signals will be enclosed in an overall shield.
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Table llld. MODP4: BDUTelemetry interconnections (cont’d)

Destination WireTiiY

7
Tii-

69

Function

SPARE

d

Connector Pin (TBD6) (Figure#) (Figure#)
(TBD1) (TBD5

I 1

SPARE

SPARE

70 SPARE

71

72

SPARE

SPARE

SPARE

SpARE

SPAREDg!
SPARE—

NXJX 24 T2 017 003 8 14 1,2

NXJX 24 T2 017 003 8 14 1,2

CR_ENABL_FAILSAF

CR_ENABL_FAILSAF_RTN

SPARE

SPARE

NXJX 24 T2 018 003 8 14 1,2

NXJX 24 T2 018 003 8 14 1,2

NXJX 24 T2 019 003 8 14 1,2

NXJX 24 T2 019 003 8 14 1,2

CR_PSl_ON

CR_PSl_ON_RTN

SPARE

cR_Ps2_oN

cR_Ps2_oN_RTN

CR_PSl_SD_ENABL

CR_PSl_SD_ENABL_RTN

B
o
0

!!!.
Cn

NXJX I 1241 T2102010031 18 I 14 I 1,2
I I M H 1 1

NXJX 24 T2 020 003
I

8 14 1,287

x SPARE

NQt6?si
1. Interfacecable outer shield bondedtoshell ofhamess connector.

2. All twisted pair signals will be enclosed in an overall shield.
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Table llld. MODP4: BDUTelemetry interconnections (cont’d)

Function
I

Destination Rmr
3roup

4
Tlmlng Notee
Diagram

(Figure#)
\

Connector Pin
(TBD1) (TBD5

SPARE

SPARE

SPARE

m

I I
M I

I91

cR_Ps2_sD_ENABL I NXJX I 24

24

T2

T2

021

021

022

003 I

+=

14 1,2

14 1,2

14 1,2

■ m

cR_Ps2_sD_ENABL_RTN 1 NXJX I
m m

CR_SRVHTRA_ENABL I NXJX94 24 T2

CR_SRVHTRA_ENABL_RTN NXJX

SPARE

24 T2 022 a=14 1,2

14 1,2=H=SPARE

CR_SRVHTRB_ENABL NXJX
?#

24 T2 023

CR_SRVHTRB_ENABL_RTN I NXJX I 24 T2 023 14 I 1,2
u m

SPARE I I100

NQ.tQai
1. Interface cable outer shield bonded to shell of harness connector.

2. All twisted pair signals will be enclosed in an overall shield.
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Table Ille. MODP5: TM&F Bus-Side A Interconnections

M
aa
o

!?
Cn

Contact I Function I Destination j wire

Center

*s’ze
MODIS TM&F NXJX Center 24
BUS A HI

Intermediate MODIS TM&F NXJX Intermediate 24
BUS A LO

Outer shield MODIS TM&F NXJX Outer Shield NIA
BUS A SHIELD

Contact

Center

Intermediate

Outer shield

J!!Q@si

Table Illf.

Wire
~pe

Twinex

Twinax

Twist Shield Color Interface Timing Notes
Group Group t Circuit Dlagrsm

~BD 6) (Figure#) (Figure#)

N/A N/A I 9 1 15 1

N/A N/A 9 15 1

N/A N/A 9 15 1

TM&F Bus - Side B Interconnections

Function Daatinatlon Wire wire lwist Shield Color Interface Tlmlng Notes
Size ~pe Group GrouP circuit Diagram

Connector Pln ~BD 6) (Figure#) (Figure#) ‘
(TBD1)

MODIS TM&F NXJX Center 24 Twinax NIA NIA 9 15 1
BUS B HI

MODISTM&F NXJX Intermediate 24 Twinax N/A N/A 9 15 1
BUS B LO

MODIS TM&F NXJX Outer Shield WA Twinex tWA NIA 9 15 1
BUS B SHIELD

N/A Not applicable
1. NXJX is a single triaxial contact connector.
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Table Illg. MODP7: C&T Bus A Interconnections

Contact I Function I Destination I wire
I I I size

I I Connector I Pin I
(TBD1) I I

Center MODIS C&T NXJX
BUS A HI

ntermadlate MODIS C&T NXJX Intermediate 24
BUS A LO

m u ■ 1

3uter shield ] MODIS C&T NXJX 10uter Shield I N/A
IBUSA SHIELD I I I

Contact

rCenter

rIntermediate

Wire Twist Shield Color
Type Group Group

(TBD6)

Twinax N/A NIA

I I I
Twinax I N/A NIA

Twinax WA N/A

Table Illh. MODP8: C&T Bus B Interconnections

Function
I

Destlnatlon

r%F
MODIS C&T NXJX
BUS B HI

MODIS C&T NXJX
BUS B LO

MODIS C&T NXJX
BUSBSHIELD

Pin

Center

Intermediate

Outer Shield

TT’
24

WA
ITwinax WA

Interface
Circuit

(Figure#)

-

10

10

Timing
Diagram

(Figure#)

16

16

16

1

1

1

Shield Color Interface Timing Notea
Group Circuit Diagram

~BD 6) (Figure#) (Flgura#)

NIA 10 16 1

NIA 10 16 1

NIA 10 16 1

N/A Not applicable
1. NXJX is a single triaxial contact connector.
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Table 1111.MC)DP9: High Rate Data Link - Side A - HI Interconnections

Contact I Function 1 Destination

Connector Pin
(TBD1)

Center MODIS NXJX Center
HRDL A HI

Outer MODIS NXJX Outer
shield HRDL A HI Shield

SHIELD

N/A G2
coax

Twist Shkld Color Interface Tlmlng Notes
Group GrouP Ckcult Diagram

(TBD6) (Figure#) (Figure#)

NIA NIA 11 17 1

NIA NIA 11 17 1

Table Illj. MODP1O: High Rate Data Link-Side A - LO Interconnections

Contact Function
I

Destlnatlon

I I Connector I Pin I I
~BD 1) I

Center MODIS NXJX Center 16
HRDLA LO %=

Outer MODIS NXJX Outer WA
Shield HRDL A LO Shield Em

SHIELD

J!k?M!s
N/A Not applicable
1. NXJX is a single coaxial contact connector.

T
Twist Shield
GrouP Group

7lWA NIA

WA WA

I

Color Interface Tlmlng Notes
Clrcult Diagram

(TBD6) (Figure#) (Figure#) fl

11 17 1

11 17 1
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Table Ink. MODP1l: High Rate Data Link-Side B -HI Interconnections

Contact Function Destination wire Wim mist Shieid Coior interface Timing Notes
Size ~pe Group Group Circuit Diagram

Connector Pin (TBD6) (Figure#) (Figure#)
~BD 1)

Center MODIS NXJX Center 16 WA WA 11 17 1
HRDL B Hi :;

Outer MODiS NXJX Outer NIA G2 WA WA 11 17 1
shield HRDL B Hi Shield coax

SHiELD

Table Illm. MODP12: High Rate Data Link-Side B - LO Interconnections

Contact Function Destination wire win
Size me

Connector Pin
~BD 1)

Center MODiS NXJX Center 16
HRDLB LO C%

Outer MODiS NXJX Outer N/A G2
Shieid HRDLB LO Shieid coax

SHiELD

J!mw
N/A Not applicable
1. Jx is a single coaxial contact connector.

IWA

Shieid Coior Interface Timing Notes
Group Circuit Dlagmm

(TBD6) (Figure#) (Figure#)
fl

iVA 11 17 1

NIA 11 17 1
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Figure 5. Power Interface Circuit

I
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(TBD 7)

l“

Figure 6. BDU Relay Drive Command Interface Circuit(s)
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(TBD 7)

Figure 7. BDU Passive Analog Teiemetry interface Circuit(s)



(TBD 7)

Figure 8. BDU Passive B1-Level Telemetry Interface Clrcult(s)
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Df

I

J
/

_ 100 Ohm.

=&------lo < TSP -

Bus A
\

.--9TM&FBuS

I

I
I
I
I
I
I
I
I

RI RI :

Al
r ----- -.— 1 n \

I JI w IIJ Bus B

I
v

I
r- Bus Couplers

$R’“+I
~ Isolation Resistors

Spacecraft Bus I

i
I
L-

<

— ~ Coupling Transformers
~1

==$
I----- -1

I ~ 1000hm,
TSP

,_._—’53L_reL___
Instrument (TBD 7)

I!lQt9s

TSP Twistedshieldedpair
1. Cable characteristic impedance (20) = 100 ohms

2. Proposedcabletype = GORECXN2702

Figure 9. Time Mark and Frequency Bus Interface Clrcult
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(TBD 7)

f’

Figure 10. Command and Telemetry Bus Interface Circuit

,
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fl

Figure 11. Science Data Interface Circuit
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(TBD 8)

Figure 12. BDU Relay Drive Command Timing Diagram(s)

,
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Figure 13. BDU Passive Analog Telemetry Tlmlng Diagram(s)
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(TBD 8)

Figur@ 14. BDU Passive B1-LeveI Telemetry Timing Diagram(s)
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NORMAL NORMAL TIME MARK TIME MARK NORMAL NORMAL
CYCLE CYCLE

1-

1 MHz Reference Frequency
L

-r
‘ 50% 50% ’25%

DUTY CYCLE

75% ‘ 75% 25% ‘ 50% 50% 1

A DUTY CYCLE

T
TIME MARK INSTANT

Figure 15. Time Mark and Frequency Bus Timing Diagram
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(TED 8)
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Figure 16. Command and Telemetry Bus Timing Diagram
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Figure 17. Science Data Timing Diagram



2 POWER
--

1. The instrument power consumption (by mode) is shown in Table IV.

2. Turn-on, turn-off, and significant mode switching transients are shown in Figures 18
through 20.

3. Each power feed side is fused as shown in Figure 5. T=t points for fuse verification are
located on pin #(TBD 9), connector #(T6D 9)] of the Power Equipment Module.

ASD-EW 2051 3-W

r I T9&7?’” I 20008845

I kI 42

4



Table IV. Power Consumption

Mode Mode Power (Watts) Time Use

# Average Peak (Minutes)

o Launch o 0 - Once

1 Suwival 100 100 - As required

2 Safe 124 127 - As required

3 Standby (Wllity activity) 124 127 - As required

4 Outgas 206 215 3 days initial/as required

5 Science (day or night) 159 162 100 -continuous

● with SD/SDSM ml 162 206 12* 1XfWk

. with SRCA spectral cal 196 228 72* 1X/Mo

● with SRCA radiometric cal 194 228 57* 1)(IMo

. with SRCA registration cd 194 228 78* 1)U3M0

. with blackbody heated cal 197 200 40’ 1)(IMo

. with space view cd 159 162 - -continuous

l+rbit average power 186.2 186.2
%estimated o 0
%calculated 100 100

% actual o 0

2-orbit average power 172.4 172.4
‘Yo astimated o 0

‘%0calwlated 100 100
% actual o 0

1. Peak loads are due to configuration mechanism transients and are very
short, cO.01 orbit duty cycle.

2. ●Time for Science with cal is portion of 100-rninute orbit that cd device is
On.

3. Modes 2 and 3 include 10OWmaximum suwival heater power. Minimum
power is shown for Mode 3; maximum power can approach 200W for short,
varied utility duration.

4. Power by mode as of 28 May 1993.
Orbit average power as of 30 APnl 1993.

size

A

Coda IdentNo.

49671 20008845

ASD4W 2051 349



(TBD 10)
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Figure 18. lUm43n Transient
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(TBD 10)

Figure 19. Turn-Off Transient



(TBD 10)

Figure 20. [(TBD 10) Mode Switch] Trsnsient
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1.

2.

3.

4.

5.

6.

7.

ELECTROMAGNETIC COMPATIBILITY --

The instrument conducted and radiated emissions sources are shown in Table V.

The instrument conducted and radiated susceptibilities are shown in Table V1.

The instrument magnetic properties are shown in T~le V1l.

The instrument magnetic susceptibilities are shown in Table Vlll.

The results of the instrument conducted and radiated emissions tests are shown in
Figures 21 through 24.

The results of the instrument conducted and radiated susceptibility tests are shown in
Figures 25 through 29.

The results of the instrument magnetic properties tests are shown in Figure 30.

size

A I
codeIdentNo.
49671 I 20008845

I I I Sheei 47



Table V. Emissions (TBD 11)

Source Location Frequency (Hz) I Emission Range

t

Table VI. Susceptibility (TBD 11)
,

Item Location Frequency (Hz) Susceptibility
Range

Table VII. Magnetic Properties (TBD 11)

Magnetic Fields Dipole Moment
!

Intensity (pT) I Direction (Am~ I

I I I I

I!!Qwsl

A Ampere
Hz Hertz
m Meter

Table Vl{l. Magnetic Susceptibility (TBD 11)

Item
I Susceptibility

T TWa ‘!
size

A
Codekid No.

49671 20008845

ASD-EW 2051 3+9
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(TBD 12)

Figure 21. Conducted Emlsslons Test Data - Power Leads (CEO1)



(TBD 12)

f’

Figure 22. Conducted Emlsslons Test Data - Power Leads (CE03)

4
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(TBD 12)

Figure 23. Radiated Emissions Test Data - Eiectric Fieid (RE02)



(TBD 12)
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Figure 24. Radiated Emlsslons Test Data - Magnetic Field (RE04)
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(TBD 12)

Figure 25. Conducted Susceptlblllty Test Data - Power Leads (CSO1)



(’TBD12)

Figure 26. Conducted Susceptibility Test Data - Power Leads (CS02)
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(TBD 12)

fl

Figure 27. Conducted Susceptibility Test Data - Power Leads (CS06)



(TBD 12)

r

Figure 28. Radiated Susceptibility Test Data - Magnetic Fieid (RSO1)
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(TBD 12)

Figure 29. Radiated Susceptibility Test Data - Eiectric Fieid (RS03)



(TBD 12)

l“

Figure 30. Magnetic Properties Test Data
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Table IX. Reference Documents*

Document Number Date Document Title Source

* Table information will be filled in as required.

size

A
CodeIdentNo.

49671 20008845

ASD-EW 2051 3-S9
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1 INTRODUCTION

1.1 Purpose

The Command and Telemetry Interface Control Drawing (C&T [CD), 20008847, when
executed, represents an agreement of the detailed implementation of the command and
telemetry interfaces of the Moderate Resolution Imaging Spectroradiometer (MODIS) with
the Earth Observing System (EOS) AM Spacecraft. This drawing, together with the
Mechanical Interface Control Drawing (MICD) Drawing, 20008841, MICD Tables,
20008842, Thermal Interface Control Drawing (TICD), 20008843, Electrical Interface
Control Drawing (EICD) Schematic, 20008844, EICD Tables, 20008845, and Integration
and Test Interface Control Drawing (l&T ICD), 20008846, describe the details of the
interfaces between the EOS-AM Spacecraft and MODIS. The top-level instrument
Interface Control Drawing (lCD), 20008840, provides the instrument ICD tree and revision
status for all sub-tier instrument ICDS.

The C&T ICD describes the operating characteristics of the MODIS. Its purpose is to
provide to the integration and test (l&T) personnel an understanding of how the MODIS is
operated and how its operation and performance are monitored.

1.2 Scope

This C&T ICD is limited to the description of operation of the MODIS necessary to execute
the l&T and launch activities of the EOS-AM program and, as such, concentrates on
commands and telemetry via the Bus Data Unit (BDU) and Command and Telemetry (C&T)
bus, descriptions of modes to be tested, and instrument operating constraints during test.
Science and engineering data descriptions are limited to that of format and content since
they are processed during test by the Instrument Ground Support Equipment (IGSE). The
material contained herein is not intended to define on-orbit operational requirements.

1.3 Organization

Section 1 provides a brief description of the document’s purpose followed by a statement
of its scope and concluding with a description of its organization.

Section 2 provides a list of the documents referenced in the text and the source of each
such document.

Section 3 provides a description of the instrument, focusing on its operation but also
describing its features.

Section 4 contains detailed descriptions of all instrument modes, including operating, test,
calibration, and contingency modes.

Section 5 provides a description of each command, including its purpose, its effects, how
it can be veriied, prerequis-itetelemet~ state, and other associated commands. \
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Section 6 describes all telemetry associated with the itiument, including health and
safety telemetry sampled via the Bus Data Unit (BDU) and housekeeping telemetry
sampled via the C&T bus. The content of the engineering data embedded in the science
data stream is provided, but the telemetry is not described.

Section 7 describes the use of microprocessors.

Section 8 describes the data format.

Section 9 describes all constraints associated with operating and testing the instrument.
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2 REFERENCE DOCUMENTS

The following documents provide additional information relative to the functioning of the
MODIS command and data handling subsystem. The information contained in these
documents is deemed to be supplemental in nature and hence is not included herein.

Reference documents will be provided as required.
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3 INSTRUMENT DESCRIPTION

3.1 General Description

MODIS is a passive imaging spectroradiometer, which views the earth, calibration devices
and space by means of a continuously rotating scan mirror as illustrated in Figure 1. It
collects data from both sides of the scan mirror with four focal plane assemblies (FPAs)
containing 36 bands spread over 5 spectral regions (412 nm to 14,235 nm) as summarized
in Table 1. Ground resolution vanes with 29 bands at 1000 m, 5 at 500 m, and 2 at 250 m.
The number of detectors per band are 10 for 1000 m resolution bands, 20 for 500 m, and
40 for 250 m. Twenty of the total 490 detectors are used in time division integration (TDl)
resulting in a net total of 470 channels sent to the ground. At a 705 km orbit, the optical
arrangement and scan minor coverage of fi” from nadir, result in across track swath of
2330 km and an along track swath of 10 km. MODIS has stringent radiometric, spectral
center, spectral bandwidth, and spatial registration requirements. After on-orbit activation,
it is anticipated to operate MODIS continuously.

MODIS has four high performance on-board calibrators: an ambient or heated Blackbody
(BB); a Solar Diffuser (SD) with 2 levels of reflectance; a Solar Diffuser Stability Monitor
(SDSM), which compares the Solar Diffuser reflectance to direct solar view levels, and a
Spectral Radiometric Calibration Assembly (SRCA) which operates in 4 modes (spectral,
spectral self calibration, spatial, and radiometric). In addition to these external calibrators,
MODIS has available an electronic calibration, which temporarily disconnects the FPA
sensors, and in their place provides signals, which results in stair step signals passing
through the amplifier/digitizing chain. Electronic calibration collects occur over the Solar
Diffuser (SD) view for photovoltaic (PV) FPA Bands 1-26 and over the space view for
photoconductive (PC) FPA Bands 31-36.

20008847
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-
FPA
LWIR
MWIR
NIR
m
nm
SWIR
Vls

w
Table L MODIS Spectral Bands

Band Center (rim) tmncwdth (rim) FPA Ground Ii esolutlon
Spectral Area (m)

1

2 858 35 NIR 250

3 469 20 Vls 500

4 555 20 Vls 500

5 1240 20 SWIR/MWIR 500

6 1640 24.6 SWIR/MWIR 500

7 2130 50 SWIFVMWIR 500

8 412 15 Vls 1000

9 443 10 Vls 1000

10 488 10 Vls 1000

11 531 10 Vls 1000

12 551 10 Vls 1000

13 667 10 NIR 1000

14 678 10 NIR 1000

15 748 10 NIR 1000

16 869 15 NIR 1000

17 905 30 NIR 1000

18 936 10 NIR 1000

19 940 50 NIR 1000

20 3750 180 SWIFUMWIR 1000

21 3959 59.4 SWIR/MWIR 1000

22 3959 59.4 SWIFUMWIR 1000

23 4050 60.8 SWIWMWIR 1000

24 4465 65 SWIWMWIR 1000

25 4515 67 SWIWMWIR 1000

26 1375 30 SWIR/MWIR 1000

27 6715 360 LWIR 1000

28 7325 300 LWIR 1000

29 8550 300 LWIR 1000

30 9730 300 LWIR 1000

31 11030 500 LWIR 1000

32 12020 500 LWIR 1000

33 13335 300 LWIR 1000

34 13635 300 LWIR 1000

35 13935 300 LWIR 1000
1 1 I m

36 14235 300 LWIR I 1000 I

Fooal Plane Assembly
Long-wave infrared (spectral region: 6000-14400 nm)
Mid-wave infrared (spectral region: 3000-6000 nm)
Near infrared (spectralregion:700-1060 nm)
Meters
Nanometers
Short-wave infrared(spectralregion:1060-3000 nm)
Vkible spectral region: 400-700 nm

.
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3.2 Functional Description

The hardware functional elements of MODIS are shown by its-~nctional block diagram in
Figure 2, which can be related to the imaging flow depicted in Figure 1. The short-wave
infrared (SWIR)/mid-wave infrared (MWIR) and long-wave infrared (LWIR) FPAs are
cooled to -85 K by the passive radiative cooler. The PV FPAs produce sampled analog
output signals, which are amplified and digitized by the Space View Analog Module (SAM).
PC detectors on the LWIR FPA produce continuous analog signals, which are preamplifier
by the Cooler Located Amplifier Module (CLAM, not separately depicted in Figure 2), then
post amplified, integrated, and digitized by the Forward View Analog Module (FAM).

The Formatter (which contains a dedicated microprocessor), first-in-first+ut (FIFO) and
Fiber Distributed Data Interface (FDDI) circuits process the digitized sensor signals, format
them into Consultative Committee for Space Data Systems (CCSDS) science packets and
send them over the high rate science link to the spacecraft.

A limited number of command and telemetry signals are processed directly by the Bus Data
Unit (BDU) discrete controls. The bulk of command and telemetry signals flow over the
Ml L-STD-l 553 bus, and are processed by the Command & Telemetry microprocessor
(CP). The CP also provides general control of all other subsystems. The CP contains the
master system clock (48 MHz), which is counted down to 12 MHz for the single board
computers in the CP and the Formatter. A 9.6 Mhz clock is provided to the llming
Generator, which provides the various frame and pixel clocks to the Formatter, to the FAM
and SAM analog modules, and to the scan mirror drive electronics.

Other controllers within the MEM provide scan mirror drive, mechanism control of doors,
temperature control of CFPA and outgas heaters, and control of calibration devices and
related mechanisms.

3.3 Subsystem Abbreviations

For simplicity, two character abbreviations are used to identify MODIS subsystems for
command and telemetry use. These are listed in Table 11,and are also shown in the
exploded view of MODIS in Figure 3, which also allows one to associate hardware shape
with the functional blocks shown in Figure 2. These abbreviations are shorter than
acronyms and abbreviations generally seen in other documents. Also, some of the
subsystem elements defined here consist of hardware levels that are lower than
configuration control items (e.g., printed wiring boards versus units). In general, the

command and telemetry tabular lists in this document have a first sort by these two
character subsystem abbreviations.
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Table Il. MODIS Command and Telemetry Thin-Character Subsystem
Abbreviations

Abb reviation I Subsystem

AO Aft Optics (all major optical elements)
BB Blackbody
CE Calibrator Electronics (controls all cal devices)

CF Cold Focal Plane (SWIR, MWIR, LWIR)
CP Control Processor (Command &Telemetry)
DR Doors (Space View, Nadir Aperture, Solar Diffuser)
FD FDDI Formatter&Output Driver
FI FIFO Memory
FR Formatter (Format Controller & Engine)
MC Mechanism Controller
ME Main Electronics Module (MEM)
MF Mainframe
Pc PC FPA by Analog Forward View Electronics (FAM)
Ps Power Supply
Pv PV FPAs by Analog Space View Electronics (SAM)
RC Radiative Cooler
SA Scan Mirror Assembly
Sc Spacecraft (WC)
SD Solar Diffuser
SE Scan Mirror, Electronics & Encoder
SM SD Stability Monitor (SDSM)
SR Spectroradiometric Assy (SRCA)
Ss Sunshade
TC Temperature Controller
TE Telescope
TG Timing Generator
TM Telemetry Circuits
WF Warm Focal Plane (VIS, NIR)

Size

A
OodeIdentNo.
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sheet 17



—

D#

M

~
o

!?
-1

—

..

uTELESCC?E

OSJE%ES

I-!!!+
rl- W

NIRFPA
esANck9

mSWIRMWIR w
PPA

10SAms

mw
LWIRFPA ~

loBums

J J

CPTCAI. SEt#34

m

T
(SAM)
M

3
FORWARD

AIw13

(FAM,CMM)[8

As

I SYSTEM
TEMPERATURE i--

I SEN90RS I

I SPACEVIEWWOR[

bI \

%’d-l-7ELEC!!+R%CS

I I!@s?.1
I

I ISCANI
s FWIMATTER r --MIRFIOR,

● FlmMEMoRY
●FTXSUINER
● TELEMEIRY~WANO L

PRO&SWR

l=!=’

;
● TIMNOWNER4TOR ab
● mum TELEMETRY SOUR

● SW MIRRoRaxTRDuEll DIFFUSER

● TEMPERATURE~RDLLER (m

. MEt3+tN-mmR ~
● cAIJsRAToRELEcTRu’JlcB ~-. .– t
. PCWERSUPFtY -- SCAM

DIFPUSER
STABILITY
MONITOR

(sow)

MODLSHIG+RATESCIENCELIW

BC1’IME&FREOLEtKY MARK

~1553CCMMAM3 tTELEMEIRYBUS

&CBUJRElAY@MM4t4)9

SCSOUPABBIVEAMLOO TELEMFlllY
SC SCUBHNEL TELEMETRY

SC BUSPOWER

(TEST)

MQIEsi

1] ALMOBTAU FUNCTKMARE R~.

B]9PEOT~fWmETRCW.~RATION k3SY.

~ lE4C#tl~~ MAN MllV)Cf!SEWENTWIY

SCANSSO,S- SS,SPACE& EARTH

4MOEX9 OCRESTORE9ON ~

Sj~CXMWNO, SLBMVlEWSSI#4,SOORMW

SUIW= ~ BC@M~ RESTORE

MIXX3LERLOCATECJANALOQMOOUENDT

DEPWED, ITIS PlV3h4PPARTOF FAM

TIMOUS IS ASWE~NEW INSTRWENT

THEMAIIWWME WPPORTSITSMLIDR r

ASSEMBLIES.

Sm

A



/

SE !kml EtOCtIdCS

P9 PowerS*
TM Telemeby

TG Tdng Generator
TC Terrpemtura Controller

M Medwiem Contder

FR Fomdter m
F/ FIFO MemoIy SD FORWARD VIEW

NALOG MODU~E--- --- ,FD FDDI FormatterL1Drffar SOLAR DIFFUSER Al

CPCOri4rdPmcaesor

495

(1% WA SlmlSj

CE Cdibmtor EbcbonkY BB
BLACKBODY

r-
\

SPACE VIEW DOOR 6 SHROUD

DR

ME MAIN ELEtiRONICS MODULE @

‘PV-”A?P%\ I P’ IIT L

K.1 -4iiwz.~@
RADIATIVE COOLER NT OPTICS PIATFORM A

RC AO

Moat abbreviations rulatodirudhfto hrn name. PC and PVlor anabg modules date by hmctbn.

Figure 3. MODIS Command and Telemetry Two-Character Subsystem Abbreviations

“RORADIOMETRtC.. ----- .-,----- ..
Cultdne Contains

WF
APERTURE DOOR SPECTI

~ &FMam, DR CALIBIW I IUN A=X=M-T

Warm FocalPlsrwe
(MS. NIR) SR

(SWIR, MWIR, LWIR)

fl



‘L

4 MODES

The MODIS modes define subsystem configurations to perform particular mission
functions, which have particular power load and data rate characteristics. The data rate
is either the day rate (10.1 Mbps) or the night rate (2.7 Mbps). Operational modes do not
stipulate whether side A or side B is used in the case of redundant subsystems. The MODIS
modes are listed below and described in the following sections.

JWWl Mode Name

o Launch
1 Suwival
2 Safe
3 Standby (utility activity)
4 Outgas

5 Science (day or night)

. Calibration with solar diffuser view

. Calibration with SRCA view

. Calibration with blackbody view

. Calibration with space view

The MODIS state diagram is shown in Figure 4.

4.1 Launch Mode

Launch Mode (Mode #O) is the mode to which the MODIS is configured for launch. In
Launch Mode the doors are closed and latched, all subsystems and power supplies are Off,
and suwival heaters are enabled. (Survival heaters cycle On/Off by thermostat).

Launch Mode is entered from Standby mode via the (TBD 1) Command Operating
Procedure (COP). This COP sets commands to close and latch the doors, enable survival
heaters, and turn all subsystems Off. BDU command PS1 PS2_OFF_A or
PS1 PS2_OFF_B is required to turn the power supplies off.

A return to Launch Mode is not possible on+xbit because door latches are a on-time
event and can only be reset manually.

Launch Mode is defined by (TBD 2) telemetry.

4.2 Survival Mode

Survival Mode (Mode #1) is the mode to which the MODIS is configured for survival in the
event that spacecraft power consumption must be reduced to minimum. In Suwival Mode
the power supplies are Off and survival heaters are enabled.

Survival Mode is entered from any mode via the (TBD 3) COP. This COP sets commands
to close the doors and turn all subsystems OFF. BDU command PSI PS2_OFF_A or
PS1 PS2_OFF_B is required to turn the power supplies off.

Survival Mode is defined by (TBD 4) telemet~.
size
A

codeIdenlNo.
49671 20008847
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4.3 Safe Mode
-—

Safe Mode (Mode ##2)is the mode to which the MODIS is configured when the instrument
can no longer be guaranteed a stable and safe attitude. In Safe Mode the power supplies
are On and all subsystems are Off except C&T.

Safe Mode is entered from any mode via the (TBD 5) COP. This COP sets commands to
close the doors and turn all subsystems OFF except C&T. Safe Mode is also entered
autonomously from any mode in the absence of the SCC OK indication for 5 major cycles.

Safe Mode is defined by ~BD 6) telemetry.

4.4 Standby Mode

Standby Mode (Mode #3) is the mode to which the MODIS is configured to establish and
maintain instrument thermal stability prior to transition to Science Mode. In Standby Mode
the MODIS is in the same basic configuration as Safe Mode, with other configuration
choices used for utility activity, such as failsafe activation, memory upload/download,
moving doors, or monitoring. The doors may be open or closed.

Standby Mode is entered from Safe Mode via the (TBD 7) COP. This COP sets commands
to (TBD 7). Standby Mode is entered from Outgas Mode via the (TBD 8) COP. This COP
sets commands to turn off the outgas heaters and open the Space View Door and Nadir
Aperture Door. Standby Mode is entered from Science Mode via the (TBD 9) COP. This
COP sets commands to turn off all the bands.

Standby Mode is defined by (TBD 10) telemetry.

4.5 Outgas Mode

Outgas Mode (Mode #4) is the mode to which the MODIS is configured to outgas the
instrument. In Outgas Mode the power supplies are On, C&T is On, cold and intermediate
stage outgas heaters are On, and the Space View Door is in the outgas position. For initial
on+rbit outgassing the Nadir Aperture Door and Solar Diffuser Door are closed and all
other subsystems are off. Subsequent outgassing may be with doors open and VIS/NIR
imaging or with the third stage outgas heater On.

Outgas Mode is entered from Standby Mode or Science Mode via the (TBD 11) COP. This
COP sets commands to turn on the cold and intermediate stage outgas heaters and open
the Space View Door to the outgas position.

Outgas Mode is defined by (TBD 12) telemetry.

size I Code IdentNo.

A 49671 I 20008847
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4.6 Science Mode
=—

Science Mode (Mode #5) is the mode to which the MODIS is configured for all science and
calibration data colletiion. All bands are On. At night only bands B20-B36 are collected
on earth scenes; all band data are for calibration devices. Calibration configuration choices
are described in the following sections.

Science Mode is entered from Standby Mode via the (TBD 13) COP. This COP sets
commands to turn on all the bands.

Science Mode is defined by (TBD 14) telemetry.

4.6.1 Calibration with Solar Diffuser View

Calibration with solar diffuser view consists of solar diffuser image collects for calibration
of VIS, NIR and SWIR bands near the north pole; or solar diffuser stability calibration
checks over 0.4-22 pm by SDSM collects of cavity (DC Restore), sun and solar diffuse~
or viewing an electronic calibration ramp of bands B1-B30.

Calibration with solar diffuser view is entered from Science Mode via the (TBD 15) COP.
This COP sets commands to configure the MODIS for calibration with solar diffuser view.

Calibration with solar diffuser view is defined by (T’BD 16) telemetry.

4.6.2 Calibration with Spectroradiometric Calibration Assembly View

Calibration with SRCA view consists of VIS, NIR and SWIR image collects for spectral
calibration; or spatial calibration; or spectral calibration and SRCA 0.4-0.9 pm self
calibration data.

Calibration with SRCA view is entered from Science Mode via the (TBD 17) COP. This
COP sets commands to configure the MODIS for calibration with SRCA view.

Calibration with SRCA view is defined by (TBD 18) telemetry.

4.6.3 Calibration with Blackbody View

Calibration with blackbody view consists of ambient or heated blackbody MWIR and LWIR
collects. Precision blackbody temperatures are provided in the engineering packet of the
science data.

Calibration with blackbody view is entered from Science Mode via the (TBD 19) COP. This
COP sets commands to configure the MODIS for calibration with blackbody view.

Calibration with blackbody view is defined by (TBD 20) telemetry.

●

Code Idenl No.r 49671 20008847
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4.6.4 Calibration with Space View -&

Calibration with space view consists of normal cold space view or occasional glimpse of
the moon; or viewing an electronic calibration ramp of bands B31-B36.

Calibration with space view is entered from Science Mode via the (TBD 21) COP. This COP
sets commands to configure the MODIS for calibration with space view.

Calibration with space view is defined by (TBD 22) telemetry.

Size Code IdentNo.
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5 COMMANDS

‘ The MODIS commands are listed in Table Ill and discussed in the following sections.

Size

A
CodeIdentNo.
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0

!!
-4

-2-
7

4
-5-
T
7-

8
-r

T
T

7z-
75-
7i-

-ir

T

T
i3-

i5-
m-

Acronym
(Note 3)

~

Bt3_BON_AOFF

BB_OFF

CE_AON_BOFF

CE_BON_AOFF
CE_OFF
SDSM_AONBOFF
SDSM_BONAOFF
SDSM_OFF
SR_AON_BOFF

SR_BON_AOFF
SR_OFF
CPA_ON_BOFF

CPB_ON_AOFF
CP_STD_RESH

CP_UPLD_RESET
FDDl_AONBOFF
FDDl_A_RESET

FDDl_BONAOFF
FDDl_B_RESET

votes:
RT
SA
Sls
1.
2.
3.
4.
5.

Table Ill. Command List (TBD 23)

Command Wpe RT SA Format (Note 5) Prereq Reference

S/s Description
(Note 4)

CE R 1
CE R 1
CE R 1
CE R 1

CE R 1

CE R 1

CE R 1

CE R 1
CE R 1

CE R 1

CE R 1

CP SR 1
CP SR 1
CP SR 1
CP SR 1
FD R 1
FD L 1 1’
FD R 1
FD L 1

Remoteterminal
Subaddress
Subsystem2-alpha code definedin Table II
No entry indicatesnon–applicableora“don’tcare”chokx.
Tablecountis 130 commands.
Acronymis16charactershortmnemonic,singlecommandaction/noun.ThiswilleventuallybesupplantedbytwoseparateOASIS action/nounfields,
Type L=logic level, R=relay, and SR=S/C relay. Allarevia 1553 busexcept S/C relay.
Mostsignificantbit is 1stbit transmittedand is leftmostbitshown



Table Ill. Command List (cent’d) (TBD 23)

—

1#

Acronym
(Note 3)

~

HR_PORTA_SEL
HR_PORTB_SEL

FIFO_A_RESET
FIFO_BLKl_ON
FIFO-BLK2_ON

FlFo_f3LK3_oN
FlFo_BLK4_oN
FIFO_OFF
FR _AON_BOFF

FR _BON_AOFF
FR _OFF
FR_A_RST_BO
FR_A_RST_Bl
FR_A_SELFTST
FR_B_RST_BO

FR_B_RST_Bl
FR_B_SELFTST

DRVON_ULOFF
ENABL FAILSAF

Command

SIs

FI L 1
FI R 1

FI R 1
FI R 1
FI R 1
FR R 1

FR R 1
FR L 1
FR L 1
FR L 1

FR L 1
FR L 1

B m ■ ■

MC ] I SR I I 1

Format (Note5)l Pn?raql Reference

Uotes:
RT Remoteterminal
SA Subaddress
Sls Subsystem2-alpha code definedinTable II
1. Noentryindicates non-applicableor a“don’tcare”choioe.
2. Tablecountis 130 commands.
3. Acronymis16charactershortmnemonic,singlecommandaotion/noun.ThiswilleventuallybesupplantedbytwoseparateOASISactiordnounfields.
4. Type L=logic level, R=relay, and SR-S/CreIay. Allarevia 1553 busexcapt S/Crelay.
5. Mostsignificantbitis 1stbit transmittedand is leftmostbitshown
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Table Ill. Command List (cent’d) (TBD 23)

ID # Acronym Command Type RT
(Note 3)

Sls [ Description
‘ (Note 4)

I m 1 n I

41 I ‘~ ‘EL R
42 I FS:RDi’_SEL

IMCI I I
IMCI R

43 FS:SWS:OPEN MC R
44 FS_SW_CLOSE MC R
45 MC_ALL_OFF MC R
46 NAD_FS_FIRE MC R
47 NAD_ULJ30L_ON MC L
48 SDD_A_DRV_SEL MC R
49 SDD_B_DRV_SEL MC R

50 SDD_FS_CKT_ON MC R

51 SDD_FS_SOL_ON MC L

52 SDD_UL_SOL_ON MC L
53 SVD_FS_FIRE MC R

54 SVD_UL_SOL_ON MC L
55 UL_AON_BOFF MC R

56 UL_BON_AOFF MC R

57 LWPC_AONBOFF Pc R

58 LWPC.BONAOFF Pc R

59 ILWPC–OFF
I ■ n H

IPCI I R
I– —-—

1 1 a 1

60 lpCA_cAL_ONOFF

I=m=i‘D’I ‘e’t’”n
SA Format (Note 5) Prereq Reference

m m

1 I I I I
1

1

1

1

1

1

1
1

1
1

.
1 I (1

1
1

Y.Qmx
RT Remoteterminal
SA Subaddress
SIs Subsystem2-alpha code definedin Table II
1. No entry indicatesnon-applicableor a “don’tcare”choice.
2. Table count is 130 commands.—.
3. Acronymis16charactershortmnemonic,singlecommandaction/noun.ThiswilleventuallybesupplantedbytwoseparateOASISactionhounfields.
4. Type: L - logiclevel, R = relay,and SR - S/C relay. All are via 1553 busexceptWC relay.
5. Mostsignificantbit is 1stbit transmittedand is leftmostbitshown
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Table Ill. Command List (cent’d) (TBD 23)

Dg

ID# Acronym
(Note 3)

~

PSI Ps2_oFF_A
Psl Ps2_oFF_B
PSI Ps2_sD_DlsABL

Psl Ps2_sD_ENABL
PSl_ON
PS1 _PS2_ON

PS2_ON

SRVHTRA_ENABL

SRVHTRB_ENABL

SRVHTRS_DISABL

LWPVA_CALONOF

LWPVB_CALONOF

LWPV_AONBOFF

LWPV_BONAOFF

LWPV_OFF

NIRA_CALONOFF

NIRB_CALONOFF

NIR_AON_BOFF

NIR_BON_AOFF

Command Type RT

Sls I Description
(Note 4)

1 H I

w L

Ps SR
Ps SR

Ps SR
Ps SR

Ps SR
Ps SR

Ps SR
Pv L

Pv R
Pv R
Pv R

Pv L
Pv R

SA

1

7-
T

7-
1

T

7-
7-
7-

1

7-
7-

7-
7-

m ■

I I

I I

Reference
SectIon

r

Uotee:
RT Remoteterminal
SA Subaddress
Sls Subsystem2-alpha codedefined in Table II
1. Noentryindicates non–applicableora“don’tcare”choice.
2. Tablecountis 130 commands.
3. Acronymis16charactershortmnemonic,singlecommandaction/noun.Thiswilleventuallybesupplantedbytwoseparate OASISactionhounfields.
4. Type: L=logic level, R=relay, and SR=S/C relay. Allarevia 1553 busexcept S/Crelay.
5. Mostsignificantbit is 1st bittransmittedand is leftmostbitshown
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8
0

E
-1

ID #

77
-w
-57-
3i-
Tr
-w
-m
-mi-
-m-
m-
-5i-
%z-
-m-
Tx-
-5ir
-m-
T
-w
r
m

Acronym
(Note 3)

~

PVA_ROMRAM_SE L

PVB_ROMRAM_SEL

PV_CAL_DISABL

PV_CAL_ENABL

SMIRA_CALONOF

SMIRB_CALONOF

SMIR_AONBOFF

SMIR_BONAOFF

SMIR-OFF

VISA_CALONOFF

VISB_CALONOFF

VIS_AON_BOFF

VIS_BON_AOFF

VIS_OFF

SCAN_A-OFF

SCAN_A_ON

SCAN_B_OFF

SCAN_B_ON

SCAN_Hl_GAIN

Table Ill. Command List (cent’d) (TBD 23)

Command Type RT

Sls I Description
‘ (Note 4)

1 n n

w I I Ii I

Pv L
Pv R

Pv L
Pv L

Pv R
Pv R

PV L
Pv R

Pv R
SA R

SA R

SA R

SA Format (Note 5) Prereq Reference

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1 it
1
1

Ym!z
RT Remoteterminal
SA Subaddress
Sls Subsystem2-alpha code definedinTable II
1. Noentryindicates non-applicebleor a“don’tcare”choice.
2. Tablecountis 130 commands.
3. Acronymis16charactershorlmnemonic,singlecommandaction/noun.ThiswilleventuallybesupplantedbytwoseparateOASIS actiordnounfields.
4. Type: L=logic level, R-relay, and SR=S/C relay. Allarevia 1553 busexcept S/Crelay.
5. Mostsignificantbit is 1st bit transmittedand is leftmostbitshown
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Table Ill. Command List (cent’d) (TBD 23)

Dg

m

w
im
mr
m
imr
m
W
m
m
i’iii
iii-
iiz
irr
m-
m
m-
iv
m-
m
~

Acronym
(Note 3)

~

CFPA_SET_Tl

cFPA_sET_T2

cFPA_sET_T3

CS_OGCTL_OFF

CS_OGCTL-ON

CS_TEMP_OFF

CS_TEMP-ON

lS_OGCTL_OFF

lS_OGCTL_ON

lS_TEMP_OFF

lS_TEMP-ON

LWIR_HTR_OFF

LWIR_HTR_ON

LWIR_TEMPOFF

LWIR_TEMPON

OS_OGCTL_OFF

OS_OGCTL-ON

OS_TEMP_OFF

OS_TEMP_ON

M!m
RT
SA
Sls
1.
2.

?
5.

Command Type RT SA Format (Note 5) Prereq Reference

Sls Description
~(Note 4)

Data 1 Data 2
ID # section

SA l-l 1
TC R 1
TC R 1
TC R 1

TC R 1

TC R 1

TC R 1
TC R 1

TC R 1

TC R 1

TC R 1
TC R 1
TC R 1

TC R 1

TC R 1

TC R 1

TC R 1 1’

TC R 1

TC R 1

TC R 1

Remoteterminal
Subaddress
Subsystem2-alpha codedefinedinTable II
No entry indicatesnon-applicableor a “don’tcare”choice.
Tablecountis 130 commands.
Acronymis16character shortmnemonic,singlecommandactiordnoun.ThiswilleventuallybesupplantedbyhvoseparateOASISaction/nounfields.
Type L=logic level, R=relay, and SR=S/C relay. Aliarevia 1653 busexcept S/Crelay.
Mostsignificantbit is 1st bit transmittedand is leftmostbitshown
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Table Ill. Command List (cent’d) (TBD 23)

ID # Acronym Command IYpe RT SA Format (Note 5) Prereq Reference
(Note3 )

Sls Description
‘ (Note 4)

Data 1 Data 2
ID # SectIon

)21

122 SMIR:HTR:ON TC R 1
123 SMIR_TEMPOFF TC R 1
124 SMIR_TEMPON TC R 1
125 TG_AON_BOFF TG R 1
126 TG_BON_AOFF TG R 1
127 TG_OFF TG R 1
128 TMG_A_RESH TG L 1
129 TMG_B_RESET TG L 1
130 SET_SAFE-MODE CP 7

Higher level commandsare (TBD 24)

m
RT Remote terminal
SA Subaddress
Sls Subsystem2-alpha code definedin TableII
1. No entry Indicatesnon-applicableor a “don’tcare”choice.

Tablecountis 130 commands.
:: Acronymis16charactershorlmnemonic,singlecommandaction/noun.ThiswilleventuallybesupplantedbytwoseparateOASISactiordnounfields.
4. Type: L = logiclevel, R = relay,and SR - S/C relay. All are via 1553 bus exceptS/C relay.
5. Mostsignificantbit is 1stbit transmittedand is leftmostbitshown
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5.1 (TBD 25) [Command Function]

The (TBD 25)[command] schematic is shown in Figure 5-1.

ASD-EW 2051 3-SS
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Figure 5-1. (TBD 25) [Command] Schematic
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6 TELEMETRY

The MODIS telemetry is listed in Ttile V and discussed in the following sections.

Two OASIS 16 character fields are used to define the telemetry acronyms per the
mnemonic conventions defined in the “EOS-AM Database and Test Procedure Practices,
Standards, and Conventions.” The first three characters of the external element field
denote the EOS subsystem with the remaining 13 characters reserved. “MOD’ are the
three characters that denote MODIS. The second OASIS 16 character field defines the
item name as indicated in Table IV. This item name structure is used in the following
telemetry tables.

Table IV. Telemetry Acronym Structure

● 16Ch aracters: I I NNNNNNNNNNNNN

. Type(2 characters~_(l character) ,Name(l 3 characters)

● Type (lT)

- 1st T is sample type:

I - Current

V- Voltage

T-Temperature

B- Bi-level Status

P- Power

C- Configuration Information

S- Status Information

D- Memory or Dump Data

- 2nd T is source:

A- Active Analog

D- Pseudo or Derived Data

R- Real or Raw Data

S- Flight Software Generated Data

P- Passive Analog

N’s are hm!ted to alphanumeric characters and the underscore.

Stze Oode ldenl No.

A 49671 20008847

ASMEW 2051 349



Table V. Telemetry List (TBD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame Reference
(Note 3) Sls ‘ (Note 4)

Tohw
Description Ist Mfld # mfe let Bit # Bits ‘T SectIon

?P AOP BY RC AO

TP~AO_;lC~-MNT

St’ 8 8

AO P 1 8

TP_AO_LWIR_OBJ AO P 1 8

TP_AO_NIR_OBJ AO P 1 8

TP_AO_OPP_DICH AO P 1 8

TP_AO_SMIR_OBJ AO P 1 8

TP_AO_VIS_OBJ AO P 1 8

lR_BB_HTRA_CUR R BB A 1 8

lR_BB_HTRB_CUR R BB A 1 8

TP_BB_TEMPOl BB P 64 12

TP_BB_TEMPo2 BB P 64 12

TP_BB_TEMPo3 BB P 64 12

TP_BB_TEMPo4 BB P 64 12

TP_BB_TEMPo5 BB P 64 12

TP_BB_TEMPo6 BB P 64 12

TP_BB_TEMPo7 BB P 64 12

TP_BB_TEMPo8 BB P 64 12

TP_BB_TEMPo9 BB P 64 12

TP_BB_TEMPIO BB P 64 12

TP_BB_TEMPll BB P 64 12

4.tQw
1Stbit
Mf
mf
Mfid
mfid
RT
SA
Sls
TOMAT
1.
2.
3.

4.

I‘1
lstbittransmitted, mostsignificantbit,Ieftmostbit
Majorframe
Minorframe
Majorframe identifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2-alpha code definedin Table II
Delta time from majorframe start (To)
No entry indicatesnon-applicableor a “don’tcare”choke.
Tablecountis348 signals.
Aoronymis2nd 1t%haracterfield ofOASIS Description.First1f%characterfield(notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD - configurationderivd, CR = configurationraw, IR - currentraw, TA = temperatureactive,TP -
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartof Descriptionstructure.
Alsosee Table IV.
Type A = activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SE= S/C passivebklevel and SP = S/C passiveanalog.

A
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Table V. Telemetry List (cent’d) (TBD 27)

Acronym
(Note 3)

~

CR_BB_A_ON

CR_BB_B_ON

CR_CE_A_ON

CR_CE_B_ON

CR_SDSM_A_ON

CR_SDSM_B_ON

CR_SR_A_ON

~cR_SR_B_ON

TA_LWIR_CFPA

TA_SMIR_CFPA

CR_CP_A_ON

CR_CP_A_PWR_ON

CR_CP_B_ON_

CR_CP_B_PWR_ON

TP_cP_A_1553

TP_cP_B_1553

CD_SVD_AT_OUTGAS

CR_NAD_l&ATCH ED

cR_NAD_2_lATcHED

Telemetry Po Int

I

Eftt

CE

CE

CE

CE

CP

CP

;Note 4)

P

B 8 1

B 8 1

B 8 1

B 8 1

B 8 1

B 8 1

B 8 1

B 8 1

A 64 12

A 64 12

SB a 1

B 8 1

SB 8 1

B 8 1

P 1 8

P 1 8

B 8 1

SB 8 1

SB 8 1 r’

r!mw
1st bit
Mf
mf
Mfid
mfid
RT
SA
Sls
T~f AT
1.
2.
3.

4.

Istbittransmitted, mostsignificantbit, Ieftmostbit
Majorframe
Minorframe
Majorframeidentifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2-alpha code definedinTable II
Deitatimefrommajor framestart(To)
No entry indicatesnon-applicable or a “don’tcare”choice.
Tablecountis 348 signals.
Acronymis2nd 18+haracter fieldofOASIS Description.First1fkharacter field(notshown)containsExternalElement,whichforMODIS is’lAOD_.”
Leading2 charactersdefine functionalsignal:CD - configurationderived,CR = configurationraw,IR= currentraw,TA = temperatureactive,TP =
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A = activeanalog, B = passivehi-level, D = digitalvalue, P - passiveanalog, SB = S/C passivebl-level and SP = S/C passiveanalog.
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Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame
(Note 3)

Tow Reference

Sls Description ‘ (Note 4) 1st Mfid # mfs 1st Bit #B ite AT Section

CR:NAD:OPEN DR B 8 1

CR_SDD_LATCHED DR SB 8 1

CR_SD_DR_CLOSED DR B 8 1

CR_SD_DR_OPEN DR B 8 1

CR_SD_SCN_CLOSED DR B 8 1

CR_SD_SCN_OPEN DR B 8 1

bR_SVD_W4TCH ED DR SB 8 1

ER_svD_2_LATcH ED DR SB 8 1

CR_SVD_CLOSED DR B 8 1

CR_SVD_OPEN DR B 8 1

TP_NAD DR P 1 8

TP_SDD DR P 1 8

TP_SDD_MTR DR P 1 8

TP_SDD_SCRN DR P 1 8

TP_SVD DR P 1 8

TP_SVD_ACT DR P 1 8

CR_FD_A_MODE FD B 8 1

CR_FD_A_ON FD B 8 1

CR FD A PORT A FD B 8 1

k21m
1st bit
Mf
mf
Mfid
mffd

lx
Sls
T~f AT
1.
2.
3.

4.

lstbittransmitted, mostsignificantbit, Ieftmostbit
f’

Majorfiame
Minorframe
Majorframe identifier
Minorframeidentifier
Remote terminal
Subaddress
Subsystem2-alpha codedefined in Table II
Delta time frommajorframe start (To)
No entry indicatesnon-applicableor a“don’tcare”choice.
Tablecountis348 signals.
Acronymis2nd18-character fieldofOASISDescfiption. First16-characterfieid (notshown)containsExternalElement,whichforMODISis”MOD-.”
Leading2 characters define functional signal: CD = configurationderived,CR = configurateionraw, IR = currentraw,TA - temperatureactive, TP =
temperature passive, and VR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A - activeanalog, B = passivehi-level, D = digitalvalue, P - passiveanalog, SB = S/C passivehi-level and SP - S/C passiveanalog.



Acronym
(Note 3)

w Fll A Htsbr
CR:FD:B:MODE

CR_FD_B_ON

CR_FD_B_PORT_A

CR_FD_B_RESET

CR_F1-BLKl_ON

CR_Fl_BLKl_RES ET

CR_Fl_BLK2_ON

CR_Fl_BLK2_RES ET

cR_F1-BLK3_oN

cR_Fl_BLK3_REsET

CR_FR_A_MODE

CR_FR_A_ON

CR_FR_A_RESET

CR_FR_A_RUNNING

CR_FR_A_UPLOAD

CR_FR_B_MODE

CR_FR_B_ON

CR_FR_B_RESET

CR_FR_B_RUNNING

Table V. Telemetry Llst(cont’d)(TBI

m

t-u I 1 B I
FD B

FD B

FD B

FD B

FI B

FI B

FI B
FI B

FR B

FR B

FR B

FR B

FR B

FR B
FR B
FR B

■ m

FR I 1 B I

27)

Sk Major Frame Minor Frame ToMf
Ist Mfld # mfe Ist Blt #B its AT

8 1

8 1

8 1

8 1

8 1

a 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

8 1

Reference
!J90tlon

r

w
1Stbit
Mf
mf
Mtid
mfid
RT
S/+
Sls
Twf AT
1.
2.
3.

4.

Istbittransmitted, mostsignificantbit,Ieflmostbit
Majorframe
Minorframe
Majorframe identifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2-alpha codedefmed in Table II
Deltatimefrom majorframestart(To)
No entrvindicatesnon-armlicableor a“don’tcare”choice.
Tablec~unt is 348 signals.’
Acronymis2nd18-character fieldofOASIS Deeoription.First18-oharacterfield(notshown)containsExternalElement,whichforMODIS Is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw,IR = currentraw, TA = temperatureactive,TP =
temperaturepassive,and VR = voltage rawper Type/Sourcecocks. SinceT in~mtes temperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A _ activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passiveb~level and SP = S/C passiveanalog.



Acronym
(Note 3)

~H F1-t B UPLUAIJ

TP~FR~A~ENGINE

TP_FR_B_ENGINE

CR_ENABL_FAILSAF

CR_FS_ENABLED

CR_FS _sw2_cLsD

CR_MC_PWR_ON

CR_NAD_FS_FIRED

CR_SDD_A_DRV_S EL

CR_SDD_FS _ENABLE

CR_SDD_PRl_FS_SEL

CR_SVD_FS_FIRED

CR_UNLATCH_A_ON

CR_UNLATCH_B_ON

TP_ME_NX_HTSINK

TP_ME_PSRADIATOR

TP_CALBKHD_NR_SR

TP_LOW2PT_AOBKH D

TP_MF_CVR_OP_SR

TP_MF_KMl

NQ39si
1st bit
Mf
mf
Mffd
mfid
RT
SA
SIs
ToMfAT

;
3.

4.

Table V. Telemetry Llst(cont’d) (TBD27)

Telemetry Point Type RT SA Major Frame Minor Frame ToMf Reference

1st Mfid # mfs 1st Blt #B its AT Seotfon

)-H B 8 1

FR P 1 8

FR P 1 8

MC SB 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

MC B 8 1

ME SP 8 8

ME SP 8 8

MF P 1 8

MF P 1 8

MF P 1 8

MF P 1 8 Y

(’
lstbittransmitted, mostsignificantbit, Ieftmostbit

1

Majorfiame -
Minorframe
Majorframeidentifier
Minorframe identifier
Remote terminal
Subaddress
Subsystem2-alpha codedefined in Table II
Deltatimefrommajor framestart(To)
No entry indicatesnon–applicableor a “don’tcare”choice.
Tablecountis 348 signals.
Acronymis2nd 16-characterfieldofOASIS Description.FirstIt%haracterfield (notshown)containsExternalElement,whichforMODIS Is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD - configurationderived,CR = configurationraw, IR = currentraw,TA = temperatureactive,TP -
temperaturepassive,andVR = voltagerawperType/Sourcecodes. Since T indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A - activeanalog, B - passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP = S/C passiveanalog.

,
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Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT w Major Frame Minor Frame Reference
(Note 3) ToMf

# mfs Ist Bit

TP:MF:KM3 MF P 1 8
TP_MF_NEAR_KM3 MF SP a 8
VR_B32_REG_Nl 2V Pc A 1 8
VR_B32_REG_N5V Pc A 1 8
~ Pc A 1 8
VR_B32_REG_P5V Pc A 1 8
VR_B33_REG_Nl 2V Pc A 1 8
vR_B33_REG_N5v Pc A 1 8
vR_B33_REG_P12v Pc A 1 8
vR_B33_REG_P5v Pc A 1 8
vFl_B34_REG_N12v Pc A 1 8
vR_B34_REG_N5v Pc A 1 8
VR_B34_REG_Pl 2V Pc A 1 8
vR_B34_REG_P5v Pc A 1 8
vR_B35_REG_Nl 2V Pc A 1 8
vR_B35_REG_N5v Pc A 1 8
VR_B35_REG_P12V Pc A 1 8
vR_B35_REG_P5v Pc A 1 8
VR_B36_REG_Nl 2V Pc A 1 8 r’

1St bit
Mf
mf
Mfid
mfid
RT
SA
Sls
T~f AT
1.
2.
3.

4.

lstbittransmitkt, mostsignificantbit, Ieftmostbit
Majorframe
Minorframe
Majorframeidentifier
Minorframe identifier
Remote terminal
Subaddress
Subsystem2-alpha code definedin Table II
Delta time frommajorframe start (To)
No entrv indicatesnon-arxdicableor a “don’tcare”choice.
Tablec&nt is 348 signals:
Acronymis2nd 18-characterfieldofOASIS Description.First18-characterfield(notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw, IR = currentraw, TA - temperatureactive,TP =
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureis notpartofDescriptionstructure.
Alsosee Table iV.
Type: A = active analog, B = passivehi-level, D = digitalvalue, P - passiveanalog, SB E S/C passivehi-level and SP = S/C passiveanalog.



Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT S/$ Major Frame Minor Frame Reference
(Note 3)

ToMr

SIs I
(Note 4) # Bit AT SectIonDescription Ist Mfid # mfs 1st Bit s

ti14 ~ l+kG N5V F%

VRjB36~REG~Pl 2V

A 1 8

Pc A 1 8

VR_B36_REG_P5V Pc A 1 8

CR_PSl_ON Ps S6 8 1

CR_PSl_SD_ENABL Ps S6 8 1

CR PS2_ON Ps S6 8 1

cR:Ps2_sD_ENABL Ps S6 8 1

CR_SRVHTRA_ENABL Ps S6 8 1

72R_SRVHTRB_ENABL Ps S6 8 1

lR_PSl_lNPUT_CUR - Ps A 1 8

lR_Ps2_lNPuT_cuR Ps A 1 8

TP_PSl_CVTR_SW Ps P 1 8

TP_PSl_DIODE_OUT Ps P 1 8

TP_PSl_DWNREG_SW Ps P 1 8

TP_Ps2_cvTR_sw Ps P 1 8

TP_Ps2_DloDE_ouT Ps P 1 8

TP_Ps2_DwNREG_sw Ps P 1 8

vR_Psl_N15v_AlME Ps A 1 8

VR_PSl_N15V_A2AF Ps A 1 8

vR_Psl_N15v_A3As Ps A 1 8

YQIQw
Ist bit
Mf
mf
Mfid
mfid
RT
SA
Sls
T~f AT
1.
2.
3.

4.

Istbittransmitted, mostsignificantbit, Ieftmostbit
Majorframe
Minorframe
Majorframe identifier
Minorframe identifier
Remote terminal
Subaddress
Subsystem2-alpha codedefined in Table II
Deltatimefrom majorframestart(To)
No entrv indicatesnon-applicableor a“don’tcare”choice.
Tablec~unt is 348 signals.’
Acronymis2nd 16-character fieldofOASIS Description.First1&character field(notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw,IR = currentraw, TA = temperatureactive,TP =
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureis notpartof Descriptionstructure.
Alsosee Table IV.
Type A = active analog, B = passivehi-level, D = di9italvalue, P = passiveanalog, SE = S/C passivehi-level and SP - S/C passiveanalog.
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Table V. Telemetry List (cent’d) ~BD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame ToMf Reference

(Note 3)

A 1 8

VR_PSl_Pl 5V_Al ME Ps A 1 8

VR_PSl_P15V-A2AF Ps A 1 8

vR_Psl_P15v_A3As Ps A 1 8

vR_Psl_P30v_Al Ps A 1 8

VR_PSl_P5.6V_Dl Ps A 1 8

VR_PSl_P88V_Al ME Ps A 1 8

VR_PSl_P8V_A2 Ps A 1 8

VR_PSl_P8V_Nl ME Ps A 1 8

VR_PS2_N15V_A lME Ps A 1 8

VR_PS2_N15V_A2A F Ps A 1 8

VR_PS2_N15V_A3AS Ps A 1 8

VR_PS2_N30V_A lME Ps A 1 8

VR_PS2_N8V_A2 Ps A 1 8

VR_PS2_P15V_Al ME Ps A 1 8

VR_PS2_P15V_A2AF Ps A 1 8

VR_PS2_P15V_A3AS F% A 1 8

VR_PS2_P30V_A 1 Ps A 1 8

VR_PS2_P5.6V_Dl Ps A 1 8 Iq

WQw
1st bit
Mf
mf
Mfid
mfid
RT
SA
SIs
T~f AT
1.
2.
3.

4.

lstbittransmitted, mostsignificantbit,Ieftmostbit
Majorframe
Minorframe
Majorframe identifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2-alpha codedefined in Table II
Deltatimefrom majorframestart(To)
No entrv indicatesnon-applicableor a “don’tcare”choice.
Tablec~unt is 348 signals.
Acronymis2nd16-character fieldofOASIS Description.First16-characterfield(notshown)containsExternalElement,whichforMODIS is’WIOD_.”
Leading2 charactersdefinefunctionalsignal:CD = configurationderived,CR = configurationraw,IR = currentraw, TA = temperatureactive,TP -
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indioeteetemperature,temperatureis notpartofDescriptionstructure.
Alsosee Table IV.
Type A - activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, S8 = S/C passivehi-level and SP - S/C passiveanalog.
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Table V. Telemetry List (cent’d) (TBD 27)

(Note3)

tiR ~V AIMk

VR~PS2;P8V_~2

VR_PS2_P8V_NlME

CR_LWPV_A_CAL_ON

ER_LWPV_B_CAL_ON

CR_LWPV_A_ON

CR_LWPV_B_ON

CR_NIR_A_CAL_ON

CR_NIR_A_ON

CR_NIR_B_CAL_ON

CR_NIR_B_ON

CR_PV_A_ROM_SEL

CR_PV_B_ROM-SEL

CR_PV_CAL_ENABL

ER_SMIR_A-CAL_ON

CR_SMIR_A-ON

CR_SMIR-B_CAL_ON

CR_SMIR_B_ON

CR_VIS_A_CAL_ON

CR_VIS_A_ON

Telemetry Point Type RT S/l Major Frame MinorErame ToMf Reference
/

Sls Description (Note 4) # mfs ~ Bits AT Seotton

l-% A 1 8

Ps A 1 8

Ps A 1 8

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

Pv B 8 1

MQx
Ist bit 1st bit transmitted,mostsignificantbit, leftmostbit

f’
Mf Major frame
mf Minorframe
Mfid Majorframe identifier
mfid Minorframe identifier
RT Remote terminal
SA Subaddress
Sls Subsystem2-alpha codedefmed in Table II
ToMfAT Deltatimefrom majorframestart (To)
1. No entry indicatesnon-applicableor a “don’tcare”choice.
2. Tablecountis 348 signals.
3. Acronymis2nd 16+haracter fieldofOASIS Description.First1tiharacterfield (notshown)containsExternalElement,whichforMODIS is’’MOD_.”

Leading2 charactersdefinefunctionalsignal:CD = configurationderived,CR = configurationraw,IR = currentraw,TA = temperatureactive,TP =
temperaturepassive,andVR = voltagerawperType/Sourcecodes. SinceT indcates temperature,temperatureisnotpartof Descriptionstructure.
Alsosee Table IV.

4. Type A- activeanalog, B - passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivebklevel and SP = S/C passiveanalog.
-.

A



\

Table V. Telemetry List (cent’d) (TBD 27)

Bg

Acronym
(Note 3)

CR_VIS_B_ON
TA_LWA_04_ACECB
TA_LWB_l O_ACECB
TA_NlRA_02_AcEcB
TA_NlRA_03_AcEAcE

TA_NlRB_08_ACECB
TA_NlRB_09_ACEACE
TA_SMA_05_TLMcB
TA_SMA_06-ACEACE
TA_SMB_ll-SPCB
TAJ3MB_12_ACEAC E

TA_VISA-Ol_ACECB
TA_vlsB_07-AcEcB
TP_SAM_RADIATOR
vR_LwA_04_RNll v
vR_LwA_04_RN5v
vR_LwA_04_RPll v
vR_LwA_04_RP5v
VR:LWB_lO_RNl lV

MQx
1St bit
Mf

;;d
mfid

E
Sls
Ttif AT
1.
2.
3.

4.

Telemetry PoInt Type RT SA Major Frame Minor Frame ToMf Reference
SE

I Description (Note 4) Ist Mfid # mfe Iat Bit #B Its AT Seotlon

Pv H 8 1
Pv B 8 1
Pv A 1 8
Pv A 1 8
Pv A 1 8

Pv A 1 8

Pv A 1 8
Pv A 1 8
Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv SP 8 8

Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv A 1 8

Pv A 1 8 ‘1

1stbit transmitted,mostsignificantbit, leftmostbit
Major frame
Minorframe
Major frame identifier
Minorframe identifier
Remote terminal
Subaddress
Subsystem2-aIpha code definedin Table II
Delta time frommajorframe start (To)
No entry indicatesnon-applicableor a “don’tcare”choice,
Tablecount is 348 signals.
Acronymis2nd 18-character fieldofOASIS Description.First18-characterfield(notshown)containsExtwnalElement,whichforMODIS is’’MOD_Y
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw, IR = currentraw, TA = temperatureactive, TP =
temperaturepassive,andVR = voltagerawperType/Sourcecodas. SinceT indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type:A - activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP = S/C passiveanalog.



Acronym
(Note 3)

~

VR_LWB_l O_RPll V

vR-LwB_lo-RP5v

vR-NlRA_02_RNl Iv

VR_NlRA_02_RN5V

vR_NlRA_02_RPl lV

VR_NlRA_02_RP5V

vR_NlRA_03_P5vD 1

vR_NlRA_03_RNl 1v

vR_NlRA_03_RN5v

vR-NlRA_03-RPl 1v

vR_NlRA_03-RP5v

vR-NlRB_08-RNl 1v

VR-NlRB_08-RN5V

vR-NIRB-08_RPllv

VR_NlRB_08_RP5V

vR_NlRB_09-P5vD 1

vR-NIRB-09_RNl Iv

vR-NlRB_09_RN5v

vR_NlRB_09_RPllv

19.k?si
1stbit
Mf
mf
Mfid
mfid
RT
SA
Sls
ToM~AT
1.
2.
3.

4.

Table V. Telemetry List(cont’d) (TBD27)

Sls

Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8

Pv A 1 8
Pv A 1 8

Pv A 1 8

Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8
Pv A 1 8

1etbittransmitted,mostsignificantbit, leftmostbit
Major frame
Minorframe
Major frame identifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2–alpha code definedin Table II
Delta time frommajor framestart (To)
No entry indicatesnon-applicableor a “don’tcare”choice.
Tablecountis 348 signals.
Acronymis2nd 18-character fieldofOASIS Description.First18-characterfield(notshown)containsExternalElement,whichforMODIS is”MOD_.”
Leading2 charactersdefinefunctionalsignal:CD= configurationderived,CR = configurationraw,IR= currentraw, TA = temperatureactive,TP -
temperaturepassive,and VR - voltagerawper Type/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartof Descriptionstructure.
Alsosee Table IV.
Type A - active analog, B - passivehi-level, D = digitalvalue, P = passiveanalog, SB - S/C passivehi-level and 5P = S/C passiveanalog.

A
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Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT SA MsJor Frame Minor Frame Reference
(Note 3)

ToMf
Sls I Description (Note 4) -d # mfs Ist Blt # Blta AT Seotlon

~f+ NliiB 0!3 HP5V I-W A

VR:SMA:05:RN11 v

1 8

Pv A 1 8

vR_sMA_05_RN5v Pv A 1 8

vR_sMA_05_RPll v Pv A 1 8

vR_sMA_05_RP5v Pv A 1 8

VR_SMA_06_P5V D1 Pv A 1 8

vR-sMA_06_RNll v Pv A 1 8

VR_SMA_06_RN5V Pv A 1 8

vR_sMA_06_RPll v Pv A 1 8

VR_SMA_06_RP5V Pv A 1 8

VR_SMB_l l_RNl 1V Pv A 1 8

vR_sMB_ll_RN5v Pv A 1 8

VR_SMB_l l_RPl 1V Pv A 1 8

VR-SMB_l l_RP5V Pv A 1 8

VRJ3MB_l 2_P5VDl Pv A 1 8

VR-SMB_l 2_RNl 1V Pv A 1 8

VR_SMB_l 2_RN5V Pv A 1 8

VR_SMB_l 2_RPll V Pv A 1 8

VR_SMB_12_RP5V Pv A 1 8

\/n \/lCA nl RN1l V Pv A 1 8 r’

!mQai
1st bit
Mf

;;d
mfid
RT
SA
Sls
T~f AT
1.
2.
3.

4.

1st bit transmitted,mostsignificantbit, leftmostbit
Major frame
Minorframe
Major frame identifier
Minorframe identifier
Remote terminal
Subaddress
SubsystemZ-alpha code definedin Table il
Deita time frommajorframe start (To)
No entry indicatesnon-applicableor a “don’tcare”choice.
Tabiecount is348 signals.
Aoronymis2nd 16-ohara~erfieid ofOASIS Description.First16-oharacterfield(notshown)containsExternaiElement,whichforMODIS Is’’MOD-.”
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR - configurationraw, IR = Wrrent raw,TA = temperatureactive,TP -
temperaturepassive,andVR = voitagerawperTyp@ouros oodes. SinceT in~~t- temperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A = aotiveanalog, B - passivehi-level, D = digitalvalue, P - passiveanalog, SE - S/C passivebHevel and SP - S/C passiveanalog.



Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame ToMf Reference

(Note 3) Sls
‘ (Note 4) # Bits ‘T Seotlon

Description Iat Mfid # mfs Ist Bit

tiH VISA 01 HN5V

VR~VISA~Ol~RPll V

I-W A 1 8

Pv A 1 8

VR_VISA_Ol _RP5V Pv A 1 8

vR_vlsB_07_RNll v Pv A 1 8

vR_vlsB_07_RN5v Pv A 1 8

vR_vlsB_07_RPl lV Pv A 1 8

vR_vlsB_07_RP5v Pv A 1 8

TA_RC_CLDSTG RC A 1 12

TA_RC_CLDSTG_OG RC A 1 12

TA_RC_lNTSTG RC A 1 12

TA_RC_lNTSTG_OG RC P 1 12

TA_RC_OUTSTG_FIN RC A 1 12

TA_RC_OUTSTG_OG RC A 1 12

TP_MF_OB_BLKHD MF SP 8 8

TP_MF_YZ_CALBKH D MF P 1 8

TP_Z_BKHD_NR_BB MF P 1 8

CR_LWPC_A_CAL_ON Pc B 8 1

CR_LWPC_A_PWR_ON Pc B 8 1

CR_LWPC_B_CAL_ON Pc B 8 1

CR_LWPC_B_PWR_ON Pc B 8 1

!i!2wi
1st bit
Mf
mf
Mfid
mftd
RT
SA
Sls
T~f AT
1.
2.
3.

4.

1at bit transmitted,mostsignificantbit, leftmostbit
Majorframe
Minorframe
Majorframeidentifier
Minorframeidentifler
Remoteterminal
Subaddress
Subsyatem2-alpha codedefinedinTable II
Deltatimefrommajor framestart(To)
Noentryindicetes non-appficableor a“don’tcare”Chol-.
Tablecountis 348 signals.
Acronymis2nd l%haracterfieldof OASIS Description.First18-characterfield(notshown)containsExternalElement,whichforMODIS is”MOD_.”
Leading2 charactersdefinefunctionalsignal:CD= configurationderived,CR = configurationraw,IR= currentraw, TA =temperatureactive,TP -
temperature~assive,andVR = voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A = active analog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP = S/C passiveanalog.
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Table V. Telemetry

/

List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame ToMf Reference

(Note 3)

TA:AF:B:MUX:CKT Pc A 1 8

TP_FAM_RADIATOR Pc SP 8 8

TP_PC _CIAM_MNT Pc P 1 8

vR_B31_REG_Nl 2V Pc A 1 8

vR_B31_REG_N5v Pc A 1 8

VR_B31_REG_P12V Pc A 1 8

vR_B31_REG_P5v Pc A 1 8

TA_RC_OUTSTG_WH RC A 1 12

TP_RC_CLDSTG_Hl RC SP 8 8

TP_RC_CLD_SHLD RC P 1 12

TP_RC_MNT_RING RC P 1 12

TP_SA_MTR_ENCDR SA SP 8 8

TP_SA_MTR_PREC_A SA P 1 12

TP_SA_MTR_PREC_B SA P 1 12

TP_SD_TEMPl SD P 1 8

TP_sD_TEMP2 SD P 1 8

CR_SE_A_Hl_GAIN SE B 8 1

CR_SE_A_PH_LOCK SE B 8 1

CR_SE_B_Hl_GAIN SE B 8 1 1’

YQtQw
Ist bit
Mf
mf
Mfid
mfid
RT
SA
SIs
T~f AT
1.
2.
3.

4.

1at bit transmitted, most significant bit, leftmost bit
Majorframe
Minorframe
Majorframeidentifier
Minorframe identifier
Remote terminal
Subaddress
Sub.system 2-alpha codedefinedin Table II
Deltatimefrommajor framestart(To)
Noentry indicates non-applicableor a“don’tcare”choice.
Tablecountis 348 signals.
Acronymis2nd 16-characterfieldofOASIS Description.First18-characterfield(notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw,IR - currentraw,TA = temperatureactive,TP =
temperature~assive,andVR - vcltagerawperType/Sourcacodes. SinceT indicatestemperature,temperatureis notpartofDescriptionstructure.
Alsosee Table IV.
Type A - activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB - S/C passivehi-level and SP - S/C passiveanalog.



Acronym
(Note 3)

~

CR_SE_SCAN_A_ON

CR_SE_SCAN_B_ON

PR_SE_MTR_A_PWR

PR_SE_MTR_B-PWR

VR_SE_A_NV

VR_SE_A_PV

VR_SE_B_NV

VR_SE_B_PV

TP_SDSM_GEDET

TP_SDSM_MOTOR

lR_SR_lOWIA_CURR

lR_SR_lOWLB_CURR

lR_SR_lWLA_CURR

IR_SR_lWLB_CURR

TA_SR_lR_SRC_A

TA_SR_lR_SRC_B

TA_SR_SIPD_A

TA_SR_SIPD_B

TP_sR_2NDMlR_DET

Table V. Telemetry List (cent’d) (TBD 27)

Telemetry Point Type RT SA Major Frame 1 ‘i nor Frame ToMf Reference

Sls I Description (Note 4) 1st Mfid # Bite AT SectIon

St B 0 1

SE B 8 1

SE B 8 1

SE A 1 8

SE A 1 8

SE A 1 8

SE A 1 8

SE A 1 8

SE A 1 8

SM P 1 8

SM P 1 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR P 64 8

IQ!Qsi
Istbit lstbittransmitted, most significant bit, leftmostbit

l“

Mf Majorframe
mf Minorframe
Mfid Major frame identifier
mfid Minorframe identifier
RT Remoteterminal
SA Subaddress
Sls Subsystem2-alpha codedefined in Table II
~~fAT Deltatimefrom majorframestart(To)

No entry indicatesnon-applicableor a “don’tcare”choice.
2: Tablecount is 348 signals.
3. Acronymis2nd 1f%haracterfield ofOASIS Description.First16-characterfield (notshown)containsExternalElement,whichforMODIS is’’MOD_.”

Leading2 charactersdefinefunctionalsignal:CD - configurationderived,CR = configurationraw,IR E currentraw, TA - temperatureactive,TP -
temperaturepassive,andVR - voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureisnotpartof Descriptionstructure.
Alsosee Table IV.

4. Type A - active analog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP = S/C passiveanalog.



Table V. Telemetry List (cent’d) (TBD 27)

Acronym
(Note 3)

TP:SRjAMP_RING
TP_SR_MONO_CHAS
TP_SR_SNOUT
VR_SR_EX_NFl_RAD
VR_SR_EX_WFl_RAD

VR_SR_SRC_A_RAD
VR_SR_SRC_B_RAD
TP_SUNSHADE
cD_cFPA_T2_sEL

CR_CFPA_Tl_SEL

cR_cFPA_T3_sEL
CR_CLDSTG_HTR_ON
CR_CLDSTG_TLM_ON
CR_lNTSTG_HTR_ON
CR_lNTSTG_TLM_ON

CR_LWIR_FPHTR_ON
CR_LWIR_T_TLM_ON
CR_OUTSTG_HTR_ON
CR_OUTSTG_TLM_ON

Telemetry Point Type RT SA Major Frame Minor Frame Tohw Reference
Sls I Description ‘ (Note 4) 1st Mfld # mfs 1st Blt #B Its AT Seotlon

SR P 64 8

SR P 64 8

SR P 64 8

SR P 64 8

SR A 64 8

SR A 64 8

SR A 64 8

SR A 64 8

Ss P 1 8
TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1

TC B 8 1 1’

!lQtQsG
lstbit Istbittransmitted, most significant bit, leftmostbit
Mf Majorframe
mf Minorframe
Mfid Majorframe identifier
mfid Minorframe identifier
RT Remote terminal
SA Subaddress
Sls Subsystem2-alpha codedefined in Table II
~~fAT Deltatimefrom majorframestart(To)

No entry indicatesnon-applicableor a“don’tcare”choice.
2: Tablecountis 348 signals.
3. Acronymis2nd 1&character fieldofOASIS Description.First16-characterfield(notshown)oontainsExternalElement,whichforMODIS ls’i%lOD_.”

Leading2 charactersdefine functionalsignal:CD = configurationderived,CR = configurationraw,IR = currentraw, TA = temperatureactive,TP -
temperaturepassive,and VR EvoltagerawperType/Sourcecodes. SinceT indi~tes temperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.

4. Type A = activeanalog, B = passivehi-level, D = digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP - S/C passiveanalog.
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Table V. Telemetry List (cent’d) (TBD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor krame
(Note 3)

ToMf,
Reference

Sls (Note 4) #B AT SectionDescription Ist Mfld # mfs 1st Bit Ite

T 1

CR:SMIR:T_TLM:ON TC

B 8

B 8 1

VR_CLDSTG_CKT_PV TC A 1 8

VR_lNTSTG_CKT_PV TC A 1 8

VR_LWIR_C~_NV TC A 1 8

VR_LWIR_CKT_PV TC A 1 8

VR_LWIR_HTR_PV TC A 1 8

VR_OUTSTG _cKT_Pv TC A 1 8

VR_SMIR_CKT_NV TC A 1 8

VR_SMl R_CKT_PV TC A 1 8

VR_SMIR_HTR_PV TC A 1 8

VR_VIS_CKT_NV Tc A 1 8

VR_VIS_CKT_PV TC A 1 8

TP_TE_FOLD_MIR TE P 1 8

TP_TE_PRl_MIR TE P 1 8

TP_TE_SECl_MIR TE P 1 8

CR_TG_A_ON TG B 8 1

CR_TG_A_RESET TG B 8 1

CR_TG_B_ON TG B 8 1

CR_TG_B_RESET TG B 8 1

i5?$m
Ist bit
Mf
mf
Mfid
mfid
RT
SA
Sls
T~f AT
1.
2.
3.

4.

f’
lstbittransmitted, mostsignificantbit, Ieftmostbit

I

Majorframe
Minorframe
Majorframeidentifier
Minorframe identifier
Remote terminal
Subaddress
Subsystem2-alpha ccdedefined in Table II
Deltatimefrom majorframestart(To)
No entryindicates non-applicableor a“don’tcare”choice.
Tablecountis348 signals.
Acronymis2nd 18-characterfieldofOASIS Description.FirstItiharacterfield (notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefinefunctionalsignal:CD = configurationderived,CR = configurationraw,IR - currentraw, TA = temperatureactive,TP -
tem~erature~assive,andVR = voltagerawperType/Sour-codes. SinceT indicatestemperature,temperatureisnotpartofDescriptionstructure.
Alsosee Table IV.
Type A _ activeanalog, B = passivehi-level, D - digitalvalue, P = passiveanalog, SB = S/C passivehi-level and SP - S/C passiveanalog.



Table V. Telemetry List (cent’d) ~BD 27)

Acronym Telemetry Point Type RT SA Major Frame Minor Frame
(Note 3) SE (Note 4)

Totnf Reference
Description Ist Mfid # mfe 1st Bit #B Its AT $eotlon

(X A AD DATA AVL TM 8 1
CR:A:AD:RNG~_OUT TM

B

B 8 1

CR_B_AD_DATA_AVL TM B 8 1

CR_B_AD_RNGE_OUT TM B 8 1

TP_TM_A_ANLG_CKT TM P 1 8

TP_TM_B_ANLG_CH TM P 1 8

TA_NIR_WFPA WF A 1 12

TA_VIS_WFPA WF A 1 12

processor status telemetry, pseudo telemetry, and engineering telemetry are (TBD 28)

MdQ!x
1St bit
Mf
mf
Mfid
mfid
RT
SA
Sls
T~! AT
1.
2.
3.

4.

1stbit transmitted,mostsignificantbit, leftmostbit
Major frame
Minorframe
Major frame identifier
Minorframe identifier
Remoteterminal
Subaddress
Subsystem2-alpha code definedin Table II
Delta time frommajorframestart (TO)
No entry indicatesnon-applicableor a “don’tcare”choice.
Tablecountis 348 signals.
Acronymis2nd 1E-characterfieldofOASIS Description.First18-character field(notshown)containsExternalElement,whichforMODIS is’’MOD_.”
Leading2 charactersdefine functionalsignal:CD - configurationderived,CR n configurationraw, IR = currentraw,TA _ temperatureactive,TP =
temperaturepassive,andVR - voltagerawperType/Sourcecodes. SinceT indicatestemperature,temperatureis notpartof Descriptionstructur I
Alsosee Table IV. ‘1’”

Type A = activeanalog, B - passivehi-level, D = digitalvalue, P = passiveanalog,SB = S/C passivehi-level and SP = S/C passiveanalog.

a
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6.1 (TBD 29) ~elemetry Function]

The (TBD 29) [telemetry] schematic is shown in Figure 8-1.

sib Code IdenlNo.

A 49671 20008847

ASD-EW 2051 3+
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Figure 6-1. (TBD 29) ~elemet~] Schematic
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7 MICROPROCESSORS

The MODIS contains two instrument microprocessors: 1) TelerneW and Command
Processor (CP), and 2) Format Processor (FR). Each consists of two (primary and
redundant) Single Board Computers (SBCS) using a GEC-Plessey 16-M MA31 750 with
a memory management unit. Both operate at 12 MHz. Memory is in radiation-hardened
32 K x 8 bit Static Random Access Memory (SRAM) chips. The CP has a 48 Mhz clock
which is divided down for all MODIS timing.

7.1 Microprocessor Control

(TBD 31)

7.2 Microprocessor Operation

(TBD 31)

7.3 Microprocessor Functional Requirements

(’TBD31)

7.4 Microprocessor Memory Load

(TBD 31)

7.5 Microprocessor Memory Dump

(TBD 31)

7.6 Microprocessor Memory Error Detection

(TBD 31)

Size code IdenlNo.

A 49671 20008847

ASD-EW 2051 349
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8 DATA FORMATS

(TBD 32)

8.1 Command and Telemetry Bus Messages

(TBD 32)

8.1.1 Command and Telemetry Bus Command Messages

(’TBD32)

8.1Z Command and Telemetry Bus Health and Safety Telemetry Messages

(TBD 32)

8.1.3 Command and Telemetry Bus Housekeeping

(TBD 32)

8.2 Science Data Packets

The MODIS science data rate is shown in Table V1.

Telemetry Messages

Table VI. Science Data Rate

Data Rate (Mbps)

2-Orbit Average I Peak
m .

Estimate 6.2 I 10.8

Basis (Yo)

Estimated
I

o
I

o

Calculated I
100

I
100

Actual 10 10

8.2.1 Engineering Packets

(TBD 32)

8.2.2 Science Packets

(TBD 32)

8.3 Test Patterns

I
(TBD 32)

size I Code tint No.

1A 49671 I 20008847

I I I Stmei 57

ASIHEW 2051 349



9 CONSTRAINTS

(TBD 33)

9.1 Testing Constraints

(TBD 33)

9.2 Operational Constraints

(’TBD 33)

9.3 Environmental Constraints

(TBD 33)

size Codetint No.

A 49671 20008847

ASD-EW 20S1 34S
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1 INTRODUCTION

This Instrument Flight Operations Understanding (IFOU) is a statement of the EOS-
AM community’s understanding regarding the Measurement Of Pollution In The
Troposphere (MOPITT) flight operations plans and requirements.

This Instrument Flight Operations Understanding will be updated periodically as
requirements evolve and are further defined. Inputs are welcomed from the
Instrument Team, Flight Operations Team, EOS Ground Systems, NASA
Institutional Facilities, and the EOS-AM Project entities.

1.1 Purpose

This IFOU wiI1 be used by the Flight Operations Team (FOT) and EOS Operations
Center (EOC) support personnel in defining prelaunch preparation efforts and in
verifying operational readiness prior to launch. Requirements for specific types of
operational support will be defined and implemented consistent with this IFOU.
This IFOU will be used to ensure that instrument needs are properly reflected in
other documentation.

1.2 Scope

This document describes the EOS-AM Spacecraft MOPI’IT operations on-orbit and
instrument flight operations support. The focus is from the Flight Operations
Team’s perspective.

Interactivity with ground systems control and interconnectivity to the EOS ground
systems segment are described. Institutional interfaces between Spacecraft,
applicable ground systems and the end-user are included. The flight operations
scheduling, planning, and operations philosophy are included. Aspects of the Earth
Observing System Data and Information System (EOSDIS), as well as the external
systems / facilities with which the Spaceqaft flight operations elements interface,
are only addressed as required to clarify these concepts.

The understandings stated herein are explicitly subordinate to interfaces between
MOPITT and the EOS-AM Spacecraft, as defined in the most recent issue of the
documents listed in Section 2.

This document does not take precedence over any of the requirements,
specifications, documents or interfaces associated with the Spacecraft or affiliated
ground systems.

MOPIT’I’IK)U Prelimimuy 8/23/93
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2 DOCUMENTA~ON

2.1 Applicable Documents

The concept and content of this document are consistent with the documents listed
below: -

(GSFC) -421-10-01
30 Oct. 1992

(GSFC) -420-03-02
01 Dec. 1992

20005396 (SEP-101)
15 May 1992

(GSFC) -421-12-15-02
Date: TBD

(GSFC) -420-05-02
13 NOV.1992

20008850
Date: TBD

Requirements Document for the EOS-AM Spacecraft

General Instrument Interface Specification

EOS-AM Spacecraft Contract End Item Specification

Unique Instrument Interface Document for MOPITT

Performance Assurance Requirements for the EOS-AM
Observatories

MOPITT’ Interface Control Document (ICD)

2.2 Information Documents

The following documents amplify or clarify the information presented in this
document.

20008529 (OPD-11O)
18 May 1992

EOS-DN-SE&I-010
15 May 1992

EOS-DN-SE6ZI-031
23 Apr. 1992

EOS-DN-C&DH-032
15 Dec. 1991

GsFc-510-3ocD/ol 91
19 March 1993

20008502 (UID-101)
04 Sept. 1992
MOITITIK)U 13elimimuy

EOS-AM Spacecraft Operations Requirements

EOS Baseline Description Document (BDD)

Command and Telemetry Requirements Analysis

Command and Telemetry Concept Definition

Earth Observing System Data and Information System
(EOSDIS) might operations segment (FW operations
Concept (Revision 4)

General Instrument Interface Handbook

2 8/23/93
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3 INSTRUMENT DEFINITION

The understandings regarding MOPI’IT are as follows:

20043116
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3.1 Basic Description

MOPITT is an infrared gas-correlation radiometer which senses upwelling infrared
radiation in several emission bands of carbon monoxide (CO) and total column
methane (CH4). The instrument measures the CO and the CH4 column amount
with a horizontal resolution of 22 km x 22 km and provides profiles of CO with a
horizontal resolution of 22 km x 22 km and a vertical resolution of 3-4 km. These
measurements are used in studies to determine how the lower atmosphere
interacts with the surface, ocean, and biomass systems.

MOPITT has eight optical channels, each with dedicated detectors and bandpass
filters. There are four optical systems, each of which services two channels - one
shortwave channel at about 2.4 ~m whose data are only valid during daylight and a
longwave channel at 4.7 Pm whose data are valid at all times. There are a total of
six gas correlation systems. In some cases the gas correlation filter is shared between
two channels.

MOPITT is designed to be a monitoring instrument with few operating modes. The
general operational scenario will be to adjust the instrument for satisfactory
operation and then collect data until such time as the operating parameters drift out
of a satisfactory envelope, at which time the instrument will be r-adjusted.
Calibration sequences are performed automatically by the instrument at preset
(programmable) time intervals.

MOPITT contains an instrument microprocessor. This microprocessor is designated
“the instrument computer”. The instrument computer forms the heart of the
instrument’s electrical subsystem. With the exception of the spacecraft
communications interface, the instrument computer is in control of all the
electronics within the instrument. The instrument computer also provides an
external test port and supporting functionality to allow instrument control,
diagnosis, health and status monitoring during ground testing. Instrument
computer details are TBD.

MOPITT instrument telemetry contains science, engineering, and housekeeping
data. MOPITT data is recorded on-board the Spacecraft and transmitted
(downlinked) during scheduled EOS-AM /TDRSS contact periods. The downlinked
data is packetized and packet types assigned Application Process Identifiers (APID’s).

MOPITT IKXJ Prehkry 3 8/23/93
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3.2 Instrument Operations

MOPITT activities are preplanned and scheduled. The MOPITT instrument
computer and Spacecraft Controls Computer (SCC) instrument commands are
loaded on a TBD schedule. The instrument computer and SCC commands are
uplinked by the EOS Operations Center (EOC) during EOS-AM /TDRSS contact
periods.

The nominal MOPITT operational timeline is a continuous cross-track scan of + 14
views, each of approximately 0.43 seconds duration. The scan is interlaced with
alternate views being seen on the left-right and right-left halves of the scan. This
scanning sequence is punctuated by a calibration sequence during which time a

space view (90° from nadir view) and calibration view (180° from nadir view) are
each observed for 30 seconds (nominal, programmable). These sequences occur at 30
minute (nominal, programmable) intervals. The calibration interval is arranged to
be asynchronous to the orbit period.

3.2.1 Operating Modes

Five Modes have been identified for the MOPITT instrument (see Table I).

TABLE I MOPITT OPERATING MODES

\
OFF I Emergency Launch Idle Ready

120 v off on on on on

Power Supply off TBD launch (TBD) idle ready

CaT BUS off On on on on

Science Bus off off off off on

Mode change commands are scheduled stored commands loaded into the Spacecraft
Bus SCC.

The following is a brief description of the MOPITT instrument modes.

a. Off - Instrument power is OFF and survival heaters are enabled. The
maximum duration in this mode (without the survival heaters powered) is
two hours after switching from either the Full Power Mode or Survival
Mode in orbit.

MOPllT IK)U I%hinary 8/23/93
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c.

(i

e.

Emergency - This is an extreme low power form of survival. The 120 Vdc is
powered to the instrument but the power supplies are turned off or are in a
reduced power mode. This mode allows the heaters to be controlled by the
BDU only. This mode would only be used in an extreme submode of the
spacecraft survival mode.

Launch - This mode is required to protect the various mechanisms of the
instrument. The details of this mode are TBD.

Idle - This mode is used during the power-up sequence and as a reduced
power state. Full C&T is available and the instrument computer is on.
Limited monitoring is available in this mode. Software reprogramming
procedures can be invoked in this mode

Ready - This is the normal operational mode of the instrument. All of the. .
mechanisms and the electronics are turned on. The instrument is measuring
radiances and formatting data for the science bus. The estimated power
consumption is 180 Watts. The main operations sequences will be invoked
from this mode.

During ready mode the following procedures/functions can be invoked:

“ dust cover procedures
s scan procedures
s calibration procedures
c evaporate procedure
● check-out functions
● program functions

Transitions from mode to mode are made by ground command with the exception
that a transition m of the ready mode can be made autonomously by the
instrument on detection of a fault condition. Figure 1 illustrates the flow and
transition of the MOPITT operational modes.

MOPllT Mode transitions are TBD

FIGURE 1 MOPI1’T MODE TRANSITIONS

Other Mode details are TBD.

MOITITIFOUP@minay 5 8/23/93



20043116

26 August1993
-

3.2w2 Microprocessor Operation

The MOPITT microprocessor operational

3.2.3 Instrument Commands

details are TBD.

The majority of instrument commanding is performed through the use of the
MOPI’IT microprocessor (TBD). The microprocessor requires only (TBD) commands
from the SCC. These commands are issued to the instrument in accordance with
the time tag associated with each command.

Detail definition with specific commands is TBD. The extent to “which macro
commands may be used to “package” numerous separate commands is TBD.

Real time commanding is not planned as a routine operation, however,
contingency or emergency operations may require real time commanding.

3.2.4 Instrument Telemetry

Specific MOPITT instrument telemetry processing requirements are defined in
Appendix III.

3.2.4.1 Science

Specific MOPI’TT
in Appendix III.

Data

instrument science telemetry processing requirements are defined

3.2.4.2 Engineering Data

Specific MOPI’IT instrument engineering telemetry processing requirements are
defined in Appendix III.

3.2.4.3 Housekeeping Data

The MOPITI’ housekeeping data is used by the Flight Operations Team for the
following applications:

a. Monitor health and safety
b. Verify command execution

MOITITIF(XJ Prelimiwy 6 8/23/93
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Specific MOPI’lT instrument housekeeping telemetry processing requirements are
defined in Appendix III.

3.2.5 Bus Data Unit

MOPl17’ will share assignment of BUS Data unit (BDU-1 with the CERES and MISR
instruments. The MOPI’IT interface with BDU-1 is: (TBR)

TYPE NUMBER
Instrument Accommodations

Equipment
Relay Drive 20 30

Bi-Level 16 11
Passive Analog 21 39

3.2.6 Operating Constraints

A constraint is a limitation imposed on the operation of the Spacecraft Bus and
instruments in order to protect & prevent compromise of mission goals.

3.2.6.1 Categories of Constraint/Restraints

Constraints have been defined into the following six categories based
implications of violating those constraints:

a.

b.

c.

Mission Critical (MC) - Those constraints which prevent permanent

upon the

loss of a
system, subsystem, or a component which would cause the termination of
the mission, The damage to the hardware can be due to anything from a one
time event to improper usage over an extended period of time.

Hardware Critical (HC) - Those constraints which prevent permanent loss of
Spacecraft hardware from which recovery to full Spacecraft operational state
can not be made. The damage to the hardware can be due to anything from a
one time event to improper usage over an extended period of time. (e.g. Loss
of either CERES instrument would fall into this category.)

Configuration Critical (CC) - Those constraints which prevent the loss of
Space&ft hardware from which recovery to full Spacecraft operational state
can bemade by switching to redundant hardware.

MOPITT’lFOU Pdiminary 7 8/23/93
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Data Critical (DC) - Those constraints which prevent permanent loss or
corruption of a particular set of data, either command or telemetry.

Temporary Data Loss (TL) - Loss or corruption of data, either command or
telemetry, that can be regained.

Operational Restriction (OR) - Guidelines for procedures when a number of
p&sible operational options exist or information relevant to the proper
operation of the Spacecraft.

3.2.6.2 MOPI’IT Operating Constraints

a. Initial activation shall be performed during real-time contact with the
Spacecraft.

Additional MOPI’IT operating constraints are TBD.

3.2.7 Activation

MOPITT is configured for activation as follows:

MOPITT is powered on and checked out
Initialization Mission Phase.

The Activation Procedure is used for the
operations is as follows:

during the Spacecraft Operational

power-up phase. The sequence of

a.

b.

c.

d.

e.

Outgassing interval - The instrument is allowed to outgas at minimal
operating levels.

First checkout phase - All mechanisms are off. The covers are closed.
Commands and computers are verified. The mechanisms are tested one at a
time. The targets and thermostats are exercised.

Second checkout phase - First confirm that spacecraft outgassing is within
tolerable limits. Activate Stirling Cycle Coolers. Confirm operation of coolers.

Third checkout phase - Activate signal channels. Verify system operation
using internal targets and inside of space door. Verify system noise levels.
Perform initial setting of molecular sieves and mechanism rates.

First Data Phase - Open space cover. Verify calibration using targets and space
view.

MOP1’ITIKXJ hhinary 8 8/23/93
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f. Second data Phase - Open earth cover. Begin initial data taking phase.

g. Data acquisition phase - Continue acquisition of science data. Review
calibration data on ongoing basis.

MOPI’IT is now in the main operating mode and will remain there for most of its
life. There are three other phases:

a. Adjustment Phase - Entered when some calibration parameter drifts out of
limits or when anomalous science data detected. Frequency of calibrations
increases, mechanism rates /temperatures /pressures are adjusted according to
conditions. New conditions are reviewed and if satisfactory a return to data
acquisition phase is made.

b. Maneuver Phase - Entered when spacecraft performing some maneuver
assuming that spacecraft has not entered standby mode, Mirrors to park
position (180° from earth view - view internal target). Covers TBD. Return to
acquisition phase after maneuver.

c. Failure Phase - Entered on on-board or ground detection of TBD problem.
Transition to idle mode with Stirling Cycle Coolers off. Ground review of
problem. Manual transition to adjustment phase to test problem resolution.

MOPITI’KKJ Pmhninary 9 8/23/93
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4 OPERATIONAL SYSTEM DEFINITION

The understandings regarding operation of the EOS-AM Spacecraft and ground
system, as each relates to instrument operation, are as follows:

4.1 Spacecraft Bus

The EOS-AM Spacecraft Bus provides the platform for science instrument
observations, and provides the environment and services necessary to sustain
instrument operability.

The EOS-AM Spacecraft mission can be described by seven mission phases. Each
mission phase represents a predefine period during which a set of interrelated
operations and activities are performed. The primary activities associated with these
mission phases are:

a.

b.

c.

d.

e.

f.

g“

Prelaunch - Launch readiness of the Spacecraft, launch vehicle, and
associated ground elements is established and verified.

Launch / Ascent - The launch vehicle places the Spacecraft in the
injection orbit and the Spacecraft senses separation from the launch
vehicle.

Orbit Acquisition Initialization – A positive Spacecraft energy balance and a
S-Band communications link is established. A stable earth-oriented attitude
is attained.

Orbit Acquisition - The Spacecraft performs the maneuvers necessary to
achieve operational orbit. These maneuvers are designed by the cognizant
operations elements and initiated by ground command under Flight
Operations Team control.

Operational Initialization – The Spacecraft operational orbit is acquired. A
complete housekeeping and instrument equipment checkout is performed by
the Flight Operations Team with technical direction from the Spacecraft Bus
contractor and the instrument PIs or delegates. A fully operational Spacecraft
state is established.

Operational - The Flight Operations Team is responsible for conducting
Spacecraft operations. Proper Spacecraft orbit is maintained and full resources
to the instruments are provided during the saence mode.

End of Mission -- Upon decision to end the Spacecraft mission, the
Spacecraft is placed in a dormant state and permitted to experience a normal
o;bit decay t~ re-entry into the Earth’s atmosphere.
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Figure 2 depicts a top-level flow of the EOS-AM Spacecraft mission phases.
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41.1 Command and Telemetry Systems

The Spacecraft Bus command system provides the primary means of controlling the
Spacecraft and instrument operations while in orbit. The Spacecraft Bus telemetry
system provides the means for monitoring Spacecraft status, health and safety, and
for acquiring/storing and retrieving EOS-AM science data. Command and telemetry
systems hardware also generates and distributes timing signals, and produces the
relative time code which appears within the telemetry format.

During normal operations, 150 Mbps science playback data (when commanded) and
16 kbps real-time housekeeping telemetry data is transmitted throughout each
Spacecraft/TDRSS contact. 10 kbps command capability is available to handle uplink
transmissions. The other Spacecraft Bus command and telemetry link capabilities
are shown in Figure 3 (Uplink Paths) and Figure 4 (Downlink Paths). Commands
may be preloaded into the SCC and issued by the stored command capability at
designated times. Repetitive sequences of commands maybe stored within the SCC
and activated by an initiate command to reduce command transmission and storage
volume.

SERVICE SPACECRAFT DATA REMARKS
ANTENNA RATE

SSA HIGH GAJN 10 Kbps NORMAL COMMAND OPERATIONS
HIGH-RATECOMWDS

I SMA I HIGH GAJN
I 1 Kbps I LOW-RATE COMMANIX

SSA OMNl 125 BPS
CONTINGENCY

VERY LOW-RATE COMMANDS

I DSN/GNAIVOTS I OMNI I 2 K@ I EMERGENCY

Lmw12

SSA = S-BAND SINGLE ACCESS DSN = DEEP SPACE NETWORK

SMA . S-BAND MULTIPLE ACCESS GN = GROUND NEI%VORK
WOTS = WALLOPS ORBITAL

TRACKING STATION

FIGURE 3 UPLINK PATHS
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SERVICE NPE DATA RATES ANTENNA CONTENT USE
I Q

Play
Back

~~ 75 Mbps 75 Mbps
High Science Mission

KSA Gain Science Data Processing
Real
Time

Play 256 Kbps
Back

Health & Safety As required for Anomaly
High Housekeeping follow up

Gain Data
SSA 16 Kbps 16 Kbps SC% Dump Data Routine Operation

Real
Tme 1 Kbps

OMNI Critical Health & Safety Operation without

1 Kbps SCC Dump Data High Gain Antenna

Real High Housekeeping Data
Operation

SMA Time 16 Kbps Gain Diagnostic
without

SSA

Real
DSN Time 16 Kbps 16 Kbps

Ohftw HousekeepingData Operationwithout TDRSS

GN
WOTS Play

Dlagnoatic
512 Kbps

Emergency Operations

Back

DB ~ea, 12.5 Mbp S 12.5 Mbp s Direct
Real-Ttme MODIS Real-T’mw Data

Time
Access
System

Science Data

DWDDL 12.5 Mbp S 105 Mbps
MODIS (l), ASTER (Q)

Real-Time Data

Direct
DP ;:k 75 Mbps 75 Mbps Access

Playback

System
Stience Data Instrument Playback Data

DB
Real-Trme

pm: 12.5 Mbp s Direct ~!ence Data
MODIS Real-Time Data

Access

DP Play 105 Mbps System Playback
Back Science Data Instrument Playback Data

FIGURE 4 DOWNLINK PATHS

DB = Dir- Broadcast KSA . K-band single access
DDL = Direct Downlink SSA = S-band single access

DP = Direct Playback SMA = S-band multiple access
DSN = Deep Space Network TDRSS = Tracking and Data Relay

(3N = Ground Network Satellite System
WOTS = Wallops Orbital Tracking Station
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The Direct Access System (DAS) provides for direct-to-user dowrdink of saence data
via the X-band transmission system which is independent of the High Gain
Antenna (HGA). A summary of Spacecraft downlink services, including the DAS,
is shown in Figure 4 (Downlink Paths).

Normal operation will be to configure the DAS for continuous operation in the
Direct Broadcast (DB) mode, providing uninterrupted output of real-time MODIS
science data along the orbital path. When scheduled by the EOC, the DAS Direct
Broadcast/Direct Downlink (DB/DDL) mode will provide direct-to-user ASTER
science data on the X-Band Q channel, in addition to the MODIS data on the X-Band
I channel.

The DAS Direct Playback (DP) mode is considered an emergency mode and will be
used only in the event the Solid State Recorder (SSR) science data cannot be played
back through the HGA.

The EOC scheduling function will coordinate DAS operations with the user ground
stations. The Spacecraft DAS services will be managed via the SCC stored
command and Relative Tme Command Sequence (RTCS) capability.

4.L2 Spacecraft Controls Computer

The Spacecraft Controls Computer (SCC) provides the hardware, software and
firmware support for control of on-board operational processes.

Specific requirements for interaction between SCC functions and instrument
operation are defined in Appendix I.

4.1.2.1 Spacecraft Controls Computer Description

There are redundant SCCS, each of which hosts the firmware to provide SCC
initialization functions. Both SCCS can be simultaneously powered and host the
full software load but only one SCC can be active at any time. Once loaded, the
active SCC software provides a real-time Operating System and supports the
execution of application software for the Spacecraft subsystems and instruments.
The SCC provides a number of application software services to maintain Spacecraft
and instrument operability.

a. The SCC Operating System/Executive is a standardized operating system
which supports the execution of the SCC applications software and
manages the SCC resources (1/0, scheduling, memory management, timing).
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b.

c.

d.

The Command, Telemetry and Control (CT&C) application
SCC-resident software and provides the following services:

20043116
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interfaces with all

1. Validation and distribution of ground commands for SCC applications
software execution.

2. Performs system level Fault Detection, Isolation and Recovery (FDIR).
The FDIR software resides in the SCC applications programs and in the
Telemetry Monitor (TMON).

3. Storage and processing of Absolute lime Commands (ATC) and Relative
Time Command Sequences (RTCS).

4. Sequencing control of SCC-issued subsystem and instrument commands
(Absolute-time stored commands, Relative-time stored commands,
closed-loop control commands and FDIR commands).

5. Performs Spacecraft lime management, and provides for generation
and distribution of the SCC Time of Day (TOD) information to the
instruments.

6. Collects SCC telemetry for inclusion in the downlinked telemetry
stream.

7. Collects, formats and distributes Ancillary data to the instruments via
the Command & Telemetry Bus.

The Attitude Determination and Control (ADAC) application software
provides software to acquire and maintain Spacecraft attitude within the
accuracy limits necessary for instrument operation. The ADAC application
provides control of the Solar Array Drive and High Gain Antenna via closed-
loop control and FDIR commands.

The Navigation (NAV) software performs Spacecraft orbit determination and
control. NAV provides position and vector information to the ADAC. NAV
also provides telemetry data, Doppler compensation information, closed-
loop control and FDIR commands.

MOPI’ITIF(3URelimkq 15 8/23/93



20043116

26August1993
--

e. The Thermal Monitor and Control Software (TMCS) provides autonomous
control of the active Spacecraft thermal control elements [Heater Controller
Electronics (HCES) and Capillary Pump Heat Transport System (CPHTS)I to
maintain the Spacecraft bus and instrument temperatures within allowable
operational limits. The TMCS provides telemetry data, closed-loop control
and FDIR commands.

f. The Power Monitor and Control Software (PMCS) provides autonomous
control of the Electrical Power System (EPS), including battery charge control
and automatic load shedding. The PMCS provides telemetry data, closed-
loop control commands and FDIR commands.

The Telemetry Monitor (TMON) will be used to monitor critical Spacecraft bus and
instrument telemetry. TMON provides the on-board capability to monitor
spacecraft housekeeping data and SCC memory and to initiate autonomous action
when predefined anomalous conditions occur. TMON has the capability to mask
out telemetry information, perform logical operations on the telemetry
information and compare the results to predefine values. If specific anomalous
conditions occur, TMON will trigger predetermined actions which may be 1) no
action, 2) issue a spacecraft command, or 3) issue a command to activate a Relative
Time Command Sequence (RTCS). When a TMON action is triggered, a message
will be inserted in the spacecraft activity log which will speafically define the action
taken. TMON is table-driven via the telemetry monitor tables, which are ground-
controllable. Each TMON function may be individually enabled or disabled by
ground command. Each TMON function may also be inhibited from issuing its
predetermined commands, while still being allowed to perform its comparison
check and notify the activity log if an anomalous condition is detected.

The Fault Detection, Isolation and Recovery (FDIR) system is designed to
autonomously reconfigure the Spacecraft in response to predefined survival-critical
hardware or software failures. The intent of the FDIR is to minimize autonomous
switching, while protecting the Spacecraft Bus and instruments and providing those
services required for survival. Anomalies which are not time critical will be
resolved by ground intervention rather than FDIR action. Most of the FDIR
software resides in the SCC application software programs. FDIR utilizes the TMON
software to perform simple, tabl~driven FDIR functions,

The FDIR system monitors the state of various Spacecraft hardware and software
functions, determines fault occurence and generates fault recovery commands to
the Spacecraft. When necessary, the FDKRcontrols the Spacecraft entry into Safe
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Mode and Survival Mode. Since the SCC may not be functional during these
modes, some FDIR functions are distributed in hardware thoughout the Spacecraft.
If the SCC is non-functional, stored command and RTCS operation will also be
interrupted. Safe Mode and Survival Mode recovery will be accomplished only by
ground command.

4.1.2.2 Spacecraft Controls Computer Operation

During normal flight operations a SCC stored command table memory load will be
performed once per day with the list of Absolute Time Commands (ATC) and
associated time tags necessary to perform Spacecraft operations for the next 24
hours. Figure 5 sh~ws the stored command structure.

Absolute Time Stored Command
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FIGURE 5 ABSOLUTE TIME STORED COMMAND STRUCTURE
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The SCC will distibute each stored command to the appropriate spacecraft or
instrument subsystem when the time tag matches the Spacecraft time. The
command time tag resolution is 1.024 seconds. The SCC has the capability to accept,
store and distribute up to 3000 stored commands. Each stored command has an
associated inhibit identifier by which the SCC identifies the functional group to
which the command belongs. All commands in a functional command group (as
determined by the SCC inhibit table) may be inhibited from execution by either
ground command or FDIR/TMON generated command. Figure 6 depicts stored
command operation. Stored command loads will be planned to occur at least 6
hours prior to the end of the last stored command load, so there maybe up to 30
hours of Spacecraft commands in the stored command table at that time. Specific
stored-command requirements for instrument operation are defined in Appendix I.

Absolute Time Stored Command
Example

Spacecraft Clock
command

, is

.//

not inhibited

TbnsTSU w~ cd wad Cnldwad

Inhbd
Tsble

33

26

46
63

Commenddispatched at 124:160000
-0.000ssc + 1.024 WC

FIGURE 6 ABSOLUTE TIME STORED COMMAND OPERATION
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During flight operations, groups of commands known as Relative Time Command
Sequences (RTCSS) will be used to provide at least 128 SCC-reSident Pr@defined
command sequences. Each RTCS has an associated RTCS sequence number, an
inhibit ID, and up to 16 Relative Time Commands with associated relative time
tags. Figure 7 illustrates the RTCS structure. RTCSS may be executed by ground
command, stored command, SCC (FD~/TMON) generated command Or bY another
Relative Time Command. The relative time tag associated with each command
defines the time delay relative to the previously dispatched command. Relative
time tags have a resolution of 1.024 seconds. Each RTCS will have an associated
inhibit identifier by which the RTCS may be inhibited from execution by ground
command or FDIR/TMON generated command. No inhibit identifier will be
provided for individual commands within the RTCS. Multiple RTCSS may be
active at the same time.

Relativelime Sequence Commands
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I
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●
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Cmdoeanawrlword +rwo(lmll)wards RTS acwily reportedmTLM
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wIrh 16 commands each

FIGURE 7 RELATIVE TIME COMMAND SEQUENCE STRUCTURE
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RTCSS will be loaded into the SCC via ground command and will remain in the
SCC memory until removed or over written by ground command. They do not
require reloading on a regular basis. RTCSS will be used to perform repetitive
functions on-board the Spacecraft (thus reducing the number of stored commands
required), and as a command resource for the TMON/FDIR software.

Specialized RTCSS may be loaded, particularly during the Launch through
Operational Initialization Mission Phases, for such time-critical operations as solar
arrav release and deployment in order to minimize the need for ground control.
l%e;e RTCSS will be ‘dejeted rid/or replaced for norm~ oPeratio~o

Figure 8 depicts RTCS operation.
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4.1.3 Command and Telemetry Interface Unit

The Command and Telemetry Interface Unit
command and telemetry processing. The CTIU

--

(CTIU) is a central component for
provides the processing and routing

of command and telemetry data between the ground system, the Spacecraft Controls
Computer and the Spacecraft instruments and housekeeping systems. The CTIU
provides the following spacecraft services:

a.

b.

c.

d.

There

Uplink command decoding, processing, and distribution within the
spacecraft.

Collection and formatting of spacecraft housekeeping and ancillary data in
preparation for mass storage or immediate downlink.

Spacecraft command, telemetry and closed-loop interfaces to the Spacecraft
Controls Computer (SCC).

Maintenance and distribution of Spacecraft Time and reference frequencies
within the spacecraft including the coordination of Spacecraft Time with
ground timing and ranging systems.

are two redundant CTIUS, only one of which is active at any time and which
acts as the Command and Telemetry -(C&T) bus controller. The other CTILJ is a ‘hot
standby’ and acts as a Remote Terminal (RT). Both CTI’US are always powered when
the Spacecraft is powered. Both the active and standby CTIUS can receive and
execute upiinked CTILJ-specific commands.

The active CTIU receives commands and command data from the ground via the S-
Band Transponder, in addition to FDIR commands , closed-loop commands, and
Absolute-time and Relative- time stored commands from the Spacecraft Controls
Computer. CTIU-specific commands are executed immediately, while SCC-specific
commands and command data (SCC table, software or stored command loads) are
transferred to the SCC via the CTIU-to-SCC serial interface. The CTIU processes
and distributes all other command data (Spacecraft or instrument commands and
microprocessor loads) to the appropriate subsystem or instrument via the C&T bus.
Since the SCC may be inoperative when the Spacecraft is in safe mode, only the
CTIU processes real-time ground commands. Figure 9 illustrates the CTIU
command processing flow.
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The CTIU receives Spacecraft subsystem and instrument telemetry via the C&T bus
and the Bus Data Units (BDU). The CTIU formats the telemetry data for output to
the Solid State Recorder (SSR) and/or the S-Band Transponder. Figure 10 shows
the CTIU telemetry processing flow.
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The active CTIU also provides the Spacecraft master clock and time services. The
Master Oscillator (MO) provides the frequency reference signals to the S-Band
transponder and CTIU with a frequency accuracy of 1 part in I@.

The CTIU propagates the master Spacecraft Clock using the MO frequency reference.
The difference between the Spacecraft Clock and Universal Tme Code (UTC) is the
Clock error, which will grow due to the time-integrated effect of MO frequency
errors. The Clock error must be periodically measured, and must be corrected when
it approaches 30 milliseconds. The CTIU supports the accurate measurement of the
Clock error via the ground based NASA User Spacecraft Clock Calibration System
(USCCS). The USCCS is a distributed system using TDRSS White Sands Ground
Terminal (WSGT), Network Control Center (NCC), EOS Data and Operations
System (EDOS), EOC, and the on-board transponder to determine and correct the
Spacecraft Clock error. USCCS software is required in the EOC to process the
information and provide the on-board clock bias. The USCCS system currently
guarantees calibration accuracy of +/-5 microseconds with respect to UTC. It is
anticipated that EOC would request a clock calibration as often as once per day, and
will update the Clock bias as necessary to maintain 10 microsecond accuracy.

The Spacecraft Clock may be set and adjusted either by ground command or from
SCC-resident software. Both initialization and delta-time (fine adjustment)
commands are supported. Clock initialization commands generally cause service
interruption in the navigation system and will be used only for system
initialization and failure recovery. Delta-time adjustment commands may be
executed with a 1 microsecond accuracy and cause minimal disturbance to the
system for short periods of time. Delta-time adjustments will be used for clock
adjustments when necessary. Clock adjustment and bias update operations will be
scheduled to provide minimum perturbation to instrument operations. The EOC
FOT will provide coordination of all clock adjustments and bias updates and
notification of all users of time-tagged Spacecraft data, as required.

The CTIU also provides two separate time and synchronization services :

a. The Standard Time (ST) service provides moderate accuracy synchronization
and Time Of Day (TOD) information in support of Spacecraft housekeeping
functions. In general, Spacecraft functions (except for navigation) do not
require knowledge of Universal Time Code (UTC), but some
functions such as stored command processing do require Time Of Day (TOD)
knowledge.
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b. The Precise Time (PT) service delivers high accuracy, high precision time data
to the science instruments and the on-board navigation function, which have
more stringent accuracy requirements. The instruments require an on-board
time reference accurate to within 100 microseconds relative to UTC. The
desired accuracy for navigation measurement data time tagging is +/- 10
microseconds.

4.1.4 Science Formatting Equipment

The Science Formatting Equipment (SFE) is part of the high-rate data handling
system for the Spacecraft. The major function of the SFE is to internally route
science data from the SSR, High Rate instrument and Low Rate Science Bus input
ports to the appropriate SSR, KSA and DAS modulator output ports. Data routing
in the SFE consists of processing the asynchronous packetized input data and
transferring the data, in the proper format, to the KSA and/or DAS modulators or
to the SSR output (record) port at data rates up to 150 Mbps.

The SFE is fully redundant, including the buses, the bus controllers, and the
internally cross-strapped input and output ports. The SFE generates all internally
used frequenaes.

The SFE input interfaces are defined as follows:

a. The Low Rate Science Bus provides for up to 6 remote terminals including the
instruments and the 2 CTIUs. The Low Rate Science Bus will carry telemetry
data, ancillary data, and low rate saence instrument (CERES and MOPITT) data
with a maximum aggregate input data rate of 200 kbps. The SFE will control the
Low Rate Saence Bus via two Bus Controllers, only one of which will be active
at any given time.

b. Each of the WE High Rate serial input ports will accept variable size packets of
science data at up to 50 Mbps from the high rate data Instruments.

c. The SFE will receive SSR playback data on two redundant ports, only one of
which will be active at any time. The data rate for the active port will be
selectable at O,105 or 150 Mbps.

d. The BDU interface provides control of the SFE configuration, operating mode
and input/output rates through either SCC or ground generated commands

The SFE output interfaces are as follows:

a. The SFE will output independent data streams to each channel of the redundant
KSA and DAS modulators. The KSA modulators each have a single channel,
while the DAS modulators each have two independent channels.
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The SSR record interface consists of unidirectional ports from the SFE to the
SSR. Only the SSR Record interface port which is connected to the active SSR
controller will be active. me SFE/SSR record data stream COnSiStSOf ChanneI
Access Data Units (CADUS) at a fixed recording rate of 150 Mbps.

The BDU interface provides for the collection of SFE housekeeping telemetry
During normal operations the SFE will be configured to output speafic data
streams, accepting and routing instrument and Low Rate Science Bus data to the
SSR and the modulators:

1.

2.

3.

The SSR record output will be configured to record all High Rate
instrument and Low Rate Science Bus data.

The KSA modulator output will be configured for SSR playback via
TDRSS, requiring ground commands during each TDRSS contact to turn
the SFE playback clock on and off.

The Direct Access System (DAS) Direct Broadcast (DB) link will transmit
real-time MODIS instrument data.

The DAS Direct Downlink (DDL) will transmit ASTER real-time data.4.

The FOT will monitor the SFE performance during real-time housekeeping
telemetry data reception.

The SFE interfaces are shown in Figure 11.
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4.1.5 Solid State Recorder

The Solid State Recorder (SSR) is a high capacity data storage device consisting of
two redundant Data Control Units (DCUS), and two identical Data Memory Units
(DMUS). Figure 12 shows the SSR basic configuration. In operation, only one DCU is
active at a given time. The DCU contains the record/playback processing, and
command and telemetry processing. A part of the 2.4 Gbit DCU memory (357 Mbit)
is allocated to housekeeping telemetry data storage. The total 140 Gbit memory
capacity is provided by the two DMUS plus the local memory contained in the DCU.
The SSR maybe commanded into a Low Power Mode in order to provide the CTIU
interfaces and the associated record/playback functions while minimizing the SSR
power dissipation. In the Low Power Mode, only the active DMU and its local
memory is powered and housekeeping telemetry record and playback via the CTIU
is available. Low Power Mode is entered when the SSR is powered up and may be
entered by command from the Saence Mode.
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Figure 12 SSR Basic Configuration
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The SSR is capableof simultaneously recording and playing back science data via
interfaces with the Science Formatting Equipment (SFE). Concurrently the SSR is
capable of recording or playing back housekeeping telemetry data via an interface
with the CTKJ. The SFE and CTIU interfaces operate independently of each other.

The SSR is capable of recording science data from the SFE at a data rate of 150 Mbps.
The SSR will sort and record spacecraft science data in separate logical data buffers
sorted according to the Virtual Channel Identifier (VCID) of the data source. Up to
eight science data storage areas [circular first in first out (FIFO)] buffers may be
provided, each accepting data from a single or multiple VCIDS. The four ASTER
VCIDS may be directed to a single data buffer. Figure 13 illustrates the SSR science
data buffer utilization. This capability will provide for selective playback of the
science data. The proposed buffer sizes will accommodate at least one full orbit of
data when instruments are operated in their predicted profiles. The current
proposed buffer sizes are shown in Table II. Each SSR buffer may be commanded to
allow the oldest data to be overwritten or to protect the data (overwrite inhibited).

Table II Proposed SSR Buffer Sizing
Data Type Buffer Size Remarks

Housekeeping 357 Mbits Four Orbits of data
Low Rate Saence 357 Mbits 105 minutes of data

MODIS 44.8 Gbits 60 reins day rate, 50 reins night rate
MISR 24.9 Gbits 67 reins of data. >1 orbit nominal ops

ASTER 69.6 Gbits 12.9 reins at 90 Mbps.

The SSR is capable of playing back recorded science data at a maximum data rate of
150 Mbps. The SSR input and output data streams consist of integral numbers of
8192 bit blocks which are referred to as Channel Access Data Units (CADUs). The
first requested CADU for each requested playback shall be preceded by the last 100 to
256 CADUs played back from this buffer during the previous playback. The SSR will
not erase science data during playback, but the oldest data will be overwritten when
a new recording session occurs directly over previously recorded data. The science
data output stream from each buffer will be in the same time order in which it was
recorded. The SSR is capable of playing back any ground-specified portion of the
stored saence data.

The SSR is capable of recording and playing back 16 Kbps Spacecraft housekeeping
telemetry data via cross-strapped interfaces to the Spacecraft CTIUS. The
housekeeping input and output data streams consist of housekeeping telemetry
CADUs which are recorded in and played back from the 357 Mbit circular FIFO DCU
buffer. The SSR can record or playback the housekeeping data concurrently with the
science data playback, but - ca-nnot
simultaneously. After four orbits the
overwrite the housekeeping data.
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See Figure 14 for a typical operating scenario.
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Figure 14 SSR Typical Operating Scenario

MOPI’ITIFOUPdmiwy 31 8/23/93



20043116
26August1993

--

The SSR plays back stored housekeeping data at a ground-commanded rate of either
256 Kbps (via TDRSS) or 512 Kbps (via DSN/GN/WOTS). The output data stream
consists of integral numbers of CADUs. The first requested CADU for each playback
will be preceded by the last 100 to 256 CADUS played back from the buffer during the
previous playback. The SSR will not erase telemetry data during playback, but the
data will be overwritten when a new record segment occurs directly over previously
recorded data regardless of the playback status of the previously recorded data. The
telemetry data output stream will be in the same time order in which it was
recorded.

The SSR telemetry will provide status information for each buffer which will be
evaluated by the EOC to assure complete data retrieval. The status information will
indicate:

a. The locations of the beginning of data that has not been dumped
b. The current location of the record pointer
c. The location of the dump pointer.

The EOC will track the instrument science and the housekeeping telemetry data
times, the data position in the SSR memory, and the playback status of recorded
data in order to ensure no loss of either science or housekeeping data.

Normal SSR operation will be to record all science data, with the SSR always in
Record mode and the SSR data input being determined by the instrument
operations. The high rate instruments and Low Rate Science Bus output will be
recorded in separate buffers. The operating plan for retrieving science data from the
SSR is to play back the data during two nominal 10 minute TDRSS contacts during
each EOS-AM orbit. At the data rates available, a full SSR (all buffers full) would
take approximately 18 minutes to dump completely. Since the peak data generation
of the instrument set occurs during the daylight observations, and six to eight
minutes of SSR playback will occur during each ten minute TDRSS contact, all data
contained on the SSR may not be retrievable during a single 10 minute contact.

TDRSS contact spacing and location will be influenced by the
Spacecraft/TDRS/Earth geometry and the TDRSS scheduling requirements, but
equally spaced contacts (approximately 40 minutes apart) are the current plan.

SSR operations will be controlled by a combination of stored and real-time
commands. Science instrument data start/stop operations will be initiated by stored
commands generated by the EOC scheduling function, while memory
configuration, mode change, playback and communication link configuration
commands will be via real-time commands.
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Nominal SSR operations (see Figure 15 for the
follows:

--

SSR operation profile) will be as

a.

b.

c.

d.

e.

f.

g“

The housekeeDinE telemetry data will be continuously recorded in the DCU
memory, ove~~ting the h~usekeeping buffer after approximately 3.5 orbits.
The housekeeping buffer will be played back only in the event of a Spacecraft
anomaly or to provide specific data for ground analysis.

The SSR will continuously record CERES, MOP~, ancillary and telemetry
data from the Low Rate Science Bus via the SFE into the Low Rate buffer.
This data will continue to be recorded even while the SSR is being played
back.

The SSR will record science data from the instruments via the SFE into their
respective buffers. The ASTER data may be recorded into one buffer or may be
sorted by VCID into four different bufferslnstrument data will continue to be
recorded even if the SSR is being played back during the record period.

The SSR saence data will be played back during each scheduled 10 minute
TDRSS contact (twice per orbit). The science data buffers will be played back in
sequence, oldest data first, such that sufficient space is available in each buffer
to accommodate the science data scheduled to be recorded before the next
TDRSS contact.

The ASTER and MISR buffers will be completely played back if possible.

The LOW Rate and MODIS buffers will nominally never be completely
emptied since the instruments will be continuously producing science
data. Playing back older saence data while simultaneously recording new
saence data will be the normal operational configuration.

SSR playback start and stop will be controlled by ground command.
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4.1.6 Bus Data Unit

Bus Data Unit(s) (BDU) provide standard command and telemetry interfaces
between the Spacecraft housekeeping components and instruments. The BDU is an
internally redundant device.

The BDUS collect, reformat and transmit housekeeping and instrument telemetry
data to the active CTIU via the C&T bus. The BDU provides analog/digital signal
conversion and conditioning.

The BDUS also receive command data from the active Cm via the C&T bus,
processing and issuing the commands. BDUS may issue relay drive, logic pulse or
serial commands.

4.1.7 Initial Spacecraft Operation

The Spacecraft command and telemetry systems are active during all Spacecraft
mission phases, and are fully available to support initial activation and subsequent
operation of MOPI’IT.

The Spacecraft operational orbit is acquired during the Spacecraft Operational
Initialization Phase. A complete housekeeping and instrument equipment checkout
is performed and a fully operational system state is established. The EOC activities
are augmented by Spacecraft engineering support from the contractor’s facility and
TBD Instrument Team representatives.

Figure 16 shows a typical time-line representation of the activities during the
Operational Initialization Phase.

-

OPERA lYONAL INITIALIZATION MISSION PHASE
OPERATIONAL

PHASE

I

3-5 DAYS

SPACECRA17
BUS

CHECKOUT

DAY 90 (TBR)

4

INSTRUMENTS I
OUTGASSING - ACTIVATION - ALIGNMENT - CALIBRATION

MATURE
OPERATIONS

t I

FIGURE 16 OPERATIONAL INITIALIZATION PHASE ACI’IVITIES TIMELINE
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4.1.8 Spacecraft Maneuver Operations

Throughout the EOS-AM mission, periodic orbit maintenance maneuvers are
executed by the Spacecraft to maintain the operational (705 km) orbit requirements.
The frequency of orbit adjusts is TBD. Each maneuver is planned and scheduled in
advance of execution. Orbit maintenance maneuvers are not enabled without
providing an opportunity for appropriate instrument reconfiguration, except i n
Spacecraft emergency situations. The Propulsion Subsystem provides impulse for
orbit maintenance.

The Spacecraft is monitored by the Flight Dynamics Facility (FDF) through TDRSS
ranging, and by the EOC, which uses TDRSS Onbomd Navigation System (TONS)
determinations. When required, orbital adjust calculations are performed to
determine the direction and length of the bum, and the required start time. These
calculations are used to generate stored commands. Upon completion of the burn,
%acecraft orbital Parameters are monitored to determine the need for further
correction. Figure ~7 summarizes the steps described in paragraph 4.1.8

SPACECRA=

(BACKUP TO TONS)

TDRSS TRACKING TDRSS TONS

CALCUUkTE
\ GROUND TRACK FDF

ERROR

P LAN FOF / EOC
ORBIT ADJUST

CALCULATE
FIRING

FDF f EOC
GENERATE a

LOAD STORED
COMMANDS

SCHEDULE 81
PERFORM

EOC

ORBIT ADJUST

I
—-—————-.. —- —

FIGURE 17 ORBIT MAINTENANCE SCENARIO
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4.1.9 Autonomous Operations

The Spacecraft Fault Detection, Isolation and Recovery (FDIR) System protects the
Spacecraft Bus and instruments in the event of survival-critical failures that occur
in the absence of ground command and control. To accomplish this, the FDIR
system autonomously switches the Spacecraft’s configuration (equipment
configuration and operating mode) in response to predefine survival-critical faults
to isolate faults and prevent propagation. The FDIR system resides mostly in the
SCC. This system provides autonomous action only if the fault detected is time
critical to Spacecraft survival.

The major Spacecraft functions assessed by the on-board FDIR system requires a
Flight Operations Team response in the event of function loss. The Flight
Operations Team takes predefine actions in the event a FDIR event is detected.

The Spacecraft Safe Mode or Survival Mode is entered only after unsafe conditions
or pending unsafe conditions are detected by the Flight Operations Team or the
Spacecraft on-board FDIR system.

The Spacecraft may autonomously transfer into Safe Mode which may involve a
degraded Spacecraft operation, and may also involve interruption of stored-
command execution (only in the case of SCC or CTIU/C&T Bus loss).

Safe Mode or Survival Mode recovery occurs in predefined ground command /
control steps only after detailed analysis and Spacecraft subsystems checkout and
Operational Readiness verification.

4.1.10 Spacecraft Bus Operating Modes

The Spacecraft Bus operating modes are defined by the minimum functional and
performance capabilities that are required to satisfy mission conditions and
constraints.

Transition between a primary mode and a back-up mode is initiated by either
Ground Command (stored or real-time) or on-board FDIR logic. The on-board
Spacecraft Bus computer [sCC] autonomously initiates a transition from a primary
mode (ie; Science Mode) to a back-up mode (ie; Survival Mode) following violation
of preselected FDIR criteria. Exit from a back-up mode to a functionally more
capable mode is by ground command only.

Figure 18 shows the Spacecraft operating modes available during each mission
phase and their status (primary availability or back-up availability).
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EOS-AM1SPACECRAFTMISSIONPHASES

SPACECRAFT orbit

SYSTEM MODES
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Ground Test Mode P B

kmch/Ascent Mode P P

Standby Mode P P P B

Science Mode P P
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SafeMode B B B B B B

A

4

FIGURE 18 SPACECRAFT OPERATING MODES AVAILABILITY

The Spacecraft Bus system operating modes are:

a. Ground Test Mode. - The Ground Test Mode is a non-fIight mode, used by
the Launch Operations Team, in the Pre-Launch Phase following Spacecraft to
Launch Vehicle integration. During the Ground Test Mode, the Spacecraft
Bus undergoes comprehensive performance testing. Instrument science will
not be tested during this mode but the integrity of instrument interfaces are
verified. No deployments will be performed during the pre-launch tests.

The Spacecraft is essentially in a check-out state receiving power from the
Launch Vehicle T - minus zero umbilical, at the launch pad. The Spacecraft
readiness for launch is established. The batteries are charged and equipment
powered, as required, for low rate telemetry and commanding. Telemetry is
provided to the Ground Support Equipment via the T - minus zero umbilical
Spacecraft 1 kbps health and safety telemetry will be multiplexed with the
Launch Vehicle telemetry and made available via the Launch Vehicle
telemetry and antenna systems after Spacecraft disconnect from the T - minus
zero umbilical. The software and data tables are loaded with the appropriate
parameters for Orbit Acquisition Initialization and Orbit Acquisition Phase
activities.

The Ground Test Mode is entered by ground command. The Ground Test
Mode is exited into the Launch/Ascent
Spacecraft going to internal power.
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The Launch/Ascent Mode is a primary mode in
and Orbit Acquisition Initialization Phases. The

instruments are powered off with survival heaters enabled. Housekeeping
equipment is powered as required for low-rate commanding and telemetry,
with survival and operational heaters enabled.

The Flight Operations Team will monitor the Spacecraft telemetry received
via the launch vehicle when it becomes available. No direct Flight
Operations Team command/control involvement is necessary during the
Launch and Ascent, assuming nominal Spacecraft conditions and activities.

Upon detection of separation from the launch vehicle, preprogrammed logic
will be activated to perform major early mission activities, including:

“ An attitude maneuver to obtain an Earth-oriented attitude

“ Deployment of the solar array to support the bus load and begin battery
recharge

● Establishment of an S-band command/telemetry link, primarily with
TDRS via the omrtis

Q Deployment of the High Gain Antenna

Q Enable the FDIR algorithms necessary for autonomous transition to
Survival Mode or Safe Mode in the event of predefined failures. These
algorithms will remain enabled throughout the subsequent mission
phases.

Launch/Ascent preprogrammed activities will, as a backup, accept real-time
ground commanded initiation, provided that a communication link with the
ground has been established.

Nominally, exit from the Launch/Ascent Mode to Standby Mode will be
ground commanded when the major early mission events (e.g. earth
acquisition, energy balance, High Gain Antenna deployment) have been
successfully completed. If an anomaly occurs after the Spacecraft has separated
from the launch vehicle, the transition from the Launch/Ascent Mode to
either the Survival Mode or Safe Mode may be commanded either by
autonomous on-board logic or by ground command.

c Standby Mode - Standby Mode is used during Spacecraft subsystem checkout
or as a back-up to the Science Mode. Although instrument saence is not
supported in this mode, instrument housekeeping functions can remain
operational. Services provided during the Standby Mode include
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Full power is provided. The Spacecraft Bus maintains a positive energy
balance. The Spacecraft solar array tracks the sun.

Thermal control is provided.

Nominal S-Band Spacecraft Bus and instrument housekeeping (16 Kb) /
health and safety (1 Kb) telemetry are provided”

Commands are processed and distributed.

Spacecraft housekeeping,
operational.

The SCC is operational.

The %acecraft Guidance

health, and safety data storage and retrieval are

and Navigation functions operate nominally,
provi~ing Earth-pointing ~(precisio~ if transition is f~om Science Mode).
he TON-S system is op~rational with the Spacecraft ephemeris loaded as
back-up.

Science Mode – The Saence Mode is the Primary mode used during the
Operational mission phase and during o~-orbit ‘instrument checkofit. During
Saence Mode the Spacecraft Bus provides the full complement of resources.
Services provided during the Science Mode include:

●

●

●

●

●

●

●

Full power is provided. The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun.

SBand Spacecraft Bus and instrument housekeeping / health and safety
telemetry are provided.

Science data transmission (real-time or playback) capability on the K-Band
and Direct Access System are provided.

Anallary data and time-tagged navigational data functions are provided.

Commands are processed and distributed.

Spacecraft high rate and low rate data storage and retrieval are
operational.

The SCC is operational including High Gain Antenna pointing and
control.
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“ The Spacecraft Guidance and Navigation functions operate nominally,
providing precision Earth-pointing. The TONS system is operational
with the Spacecraft ephemeris loaded as back-up.

e. Delta-V Mode - The Delta-V Mode is a propulsive mode used to raise
Spacecraft altitude from the injection orbit to mission operational altitude,
circularize the mission orbit and to provide periodic correction to
maintain the mission orbit. At a minimum, in the Delta-V Mode, the
Spacecraft can be at survival power levels, and at a maximum, the
Spacecraft can beat full power.

Best case: (such as planned Delta-V during Operational Phase)

●

●

●

●

●

●

Full power is provided.

The spacecraft Bus maintains a positive energy balance.

The solar array tracks the sun with nominal rotation.

Science data transmission (real-time or playback) capability on the K-
Band and Direct Access System could be provided; however, fine
pointing and jitter control are not supported.

Ancillary data and time-tagged navigational data functions are
provided.

Spacecraft high rate data storage and retrieval could be operational.

Worst case: (such as during Orbit Acquisition Phase)

●

●

●

●

●

●

MOPITTIFOU

Survival power (degraded capability).

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft low rate data storage and retrieval are operational.

The SCC is operational including High Gain Antenna pointing and
control.

The Spacecraft Guidance and Navigation functions operate providing
Earth-pointing; however, fine pointing and jitter control are not
supported. The TONS system is operational with the Spacecraft
ephemeris loaded as back-up.
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L Survival Mode - The Survival Mode is a minimal power or power critical
mode in which only essential Spacecraft functions (i.e., low-rate commanding
and telemetry, instrument surviv~ heaters) are supported. Tr~sition into

the Survival Mode causes non-essential housekeeping equipment to power-
down.

Instruments are commanded to take action to protect themselves and
establish a minimal power configuration. The Survival Mode is the primary
mode for the Launch/Ascent, Orbit Acquisition Initialization, Orbit
Acquisition, and End of Mission Phases. Services provided during the
Survival Mode include:

●

●

●

●

●

●

The solar array tracks the sun.

Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Spacecraft critical health and safety data storage and retrieval are
operational.

The SCC is operational. (Best case)

The Spacecraft Guidance and Navigation functions operate nominally,
providing Earth-pointing, best case~Sun pointing wo~st case. The TONS
system is operational with the Spacecraft ephemeris loaded as back-up.

~ Safe Mode – The Safe Mode is a state in which the Spacecraft Bus is capable
of operating partially or completely independent of the SCC. Speafically, the
Spacecraft Bus operates in the Safe Mode as long as the Attitude Control
Electronics (ACE) performs the attitude control functions.

Safe Mode can be entered via ground command by the Flight Operations
Team. Safe Mode is entered autonomously under two circumstances. The
first is the loss of SCC - I’m OK - signal and the second is due to GN&C FDIR
action. Autonomous Spacecraft entrance into the Safe Mode due to GN&C
FDIR occurs if the GN&C FDIR detects an attitude error beyond a given
threshold and attitude control is switched to the ACE. Services provided
during the Safe Mode include:

Best case:

Q Full power is provided The spacecraft Bus maintains a positive energy
balance. The solar array tracks the sun with nominal rotation.
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Commands are processed and distributed.

S-Band Spacecraft Bus and instrument housekeeping / health
and safety telemetry are provided.

Science data transmission (real-time or playback) capability on the
K-Band and Direct Access System is provided.

Anallary data and time-tagged navigational data functions are
provided.

Spacecraft low rate and high rate data storage and retrieval are
operational.

The SCC is operational.

The Spacecraft Guidance and Navigation functions operate safely Earth
pointing with degraded pointing accuracy. The TONS system is
operational with the Spacecraft ephemeris loaded as back-up.

Earth Pointing

Thruster based attitude control.

Worst case:

c Power for survival equipment and instruments

Q No command / telemetry until the FOT re-establishes these functions
[Command and Telemetry Interface Unit (CTIU) failure scenario].

● SCC non-functional. No SCC services.

. Sun pointing

4.1.11 Spacecraft Bus - Instrument Operating Modes Relationships

The Spacecraft Bus operating modes and MOPIT’T operating modes are
directly interrelated. The Spacecraft Bus provides predefined services and
resources for each of its operating modes. MOPIIT operates to predefine
tasks for each of its operating modes.

Table III relates MOPIIT operating modes and the Spacecraft Bus operating
modes.

MOITITlFOU I%?- 43 8/23/93



20043116
26August1993

=—

TABLE III
SPACECRAFT BUS AND MOPITT OPEWITJNG MODES

MOPITTINSTRUMENT’MODE

SPACECRAH
SYSTEMMODE off Emergency hunch Idle Ready

GroundTeat x x
LaunchlAacent x

Standby x
Science x x
Delta-V x

SUrvivd x

Safe x
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4.2 Ground System

The EOSground system provides the earth sciences community witha variety of
data products obtained from the Earth Observing System spacecraft. Data archiving,
distribution and user interface capabilities are provided. The ground system also
supports the command and control of the EOS-AM Spacecraft.

EOS-AM flight operations utilizes several NASA institutional support facilities
along with dedicated EOS facilities. These include the following:

4.2.1 Space Network

The Space Network (SN) is the primary data transport system for relaying data
between the EOS-AM Spacecraft and the ground, and provides communication
resource scheduling support to EOSDIS. The SN elements together provide the
communications path between the Spacecraft communications subsystem and the
EOS Data and Operations System (EDOS). The SN has two parts:

a. The Tracking and Data Relay Satellite System (TDRSS). TDRSS comprises
the Tracking and Data Relay Satellites [TDRS(S)], the White Sands Ground
Terminal (WSGT), and the Second TDRS Ground Terminal (STGT), also
located at White Sands.

lx The Network Control Center (NCC) at the Goddard Space Flight Center
(GSFC). The NCC is the operations center for all SN activities. It provides
operational management of all elements of the SN and is responsible for all
scheduling activities for the TDRS(S) and ground terminals. The EOC
interfaces with NCC for scheduling SN resources. The NCC implements
operations, executes schedules, and performs link monitoring and fault
isolation.

Figure 19 depicts a top level view of the Space Network scheduling process.

The nominal plan for TDRSS support calls for two contacts 10 minutes in length,
per EOS-AM orbit. The requirement for support is submitted with the specific
timing of support services left to be scheduled by the NCC. A forecast schedule of
TDRSS support intervals is released by the NCC approximately one-two weeks
beforehand. Contingency/emergency support arrangements can be made with 10
minutes advance notice.

Figure 20 shows a timeline of Space Network and EOC scheduling activities during
a normal forecast scheduling period and an active scheduling period.

MOPITTIFOUPrelimimwy 45 8/23/93



20043116

26 August1993
=—

~ REQUESTS

ORBIT
INFORMATION,
ORBIT MAINT.

PARAMETERS, ETC.

WFDF

I
TONS OPERATIONS SUPPORT

ORBIT ADJUST SUPPORT
POSTMANEUVER VERIFICATION

EPHEMERIS PREDICTIONS

LEGEND

ECOM = EOS COMMUNICATION SYSTEM
EDOS = EOS DATA AND OPERATIONS SYSTEM
EOC = EOS OPERATIONS CENTER
FDF = FLIGHT DYNAMICS FACILITY
NCC = NETVWRK CONTROL CENTER
STGT = SECOND TDRSS GROUND TERMINAL
WSGT = WHITE SANDS GROUND TERMINAL

FIGURE 19 TOP LEVEL SPACE NETWORK SCHEDULING PROCESS
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FIGURE 20 EOC /SPACE NETWORK SCHEDULING TIMELINE

4.2.2 Flight Dynamics Facility

The Flight Dynamics Facility (FDF) is an institutional facility located at GSFC that
provides orbit, attitude, and navigation computational services in support of flight
projects. Prelaunch services include mission design analysis, trajectory analysis,
sensor analysis, and operations planning. Operational support services include orbit
and attitude determination, anomaly resolution, orbit adjustment planning and
maneuver support, sensor calibration, post mission velocity analysis, and
generation of planning and scheduling data products.
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The FDF provides operational support to the EOS-AM Spacecraft. The FDF interacts
directly with the EOC to provide TONS operations support, orbit adjustment
support, and post maneuver verification of spacecraft parameters. In addition, FDF
provides the EOC with TDRS and EOS-AM Spacecraft ephemeris loads and
predictions for planning and scheduling support.

The FDF routinely provides predicted orbit information for use in flight operations
and definitive data for scientific data processing (when requested). The PDF
generates planning aid data to support both long and short term operational
planning activities and for use in command generation processing. Performance
monitoring data is extracted from planning aid data sets, or generated separately;
this data is provided to the EOC for use in verifying proper Spacecraft operation
during real-time contact intervals. The FDF operates seven days per week to
generate predictive orbit data for use in daily command generation processing. The
short-term planning aid data used in daily planning activities is generated/updated
TBD, while-long te~m planning aid generation
term planning activities whenever they occur.

4.2.3 NASA Communication Network

is scheduled to support specific long

Together with the EOS Communications Network (ECOM) (Section 4.2.6.2), NASA
Communication Network (NASCOM) provides the set of circuits, switching, and
terminal facilities for operational telecommunications support of the EOS project.
Both networks provide a high level of security for the command, telemetry, and
other information directly related to the spacecraft operations that they support.
NASCOM provides the communications between the Earth Science Data
Information System (ESDIS) and the NCC (and possibly other institutional systems),
either directly-or via ECOM gateways.

4.2.4 Science Support Networks

Other NASA networks that support EOS science communications include the
Program Support Communications Network (PSCN) and the NASA Science
Internet (NS1)~

a. The PSCN provides programmatic and administrative data communication
services between NASA Headquarters, NASA centers, and other users. The
PSCN Control Center, located at Marshall Space Flight Center (MSFC), has
overall responsibility for scheduling, software development, maintenance,
and monitoring of the PSCN.

b. The NSI is a multi-disapline and multi-project network that is operated by
the NSI Project Office at NASA’s Ames Research Center (ARC). NSI provides
data access and interchange among a wide variety of NASA science
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disciplines. It provides direct user access to several disciplines supported

by ESDIS and gateways to other networks that will be part of the ESDIS
Saence Network (ESN).

4.2.5 Alternate Space/Ground Links

In the event that the Spacecraft is unable to communicate through TDRSS, NASA
ground stations link the Spacecraft with the EOC for housekeeping and health and
safety data. The ground stations include the following

a. Deep Space Network (DSN).
b. Ground Network (GN).
c. Wallops Orbital Tracking Station (WOTS).

4.2.6 Earth Observing System Data and Information System

The Earth Observing System Data and Information System (EOSDIS) ground system
consists of EDOS, ECOM, and ECS.

4.2.6.1 EOS Data and Operations System

The EOS Data and Operations System (EDOS) is a component of the EOS Ground
System which provides an interface between the White Sands Ground Terminals
and other EOS Ground Systems like the EOC, ASTER Instrument Control Center
(ICC), and the DAACS. The interface between EDOS and the DSN, GN, WOTS, and
Direct Playback stations is TBD.

EDOS processes data which conforms to the CCSDS recommendations.

For telecommand services, EDOS provides an asynchronous interface with the EOC,
while providing a synchronous interface with the White Sands Ground Terminal.
EDOS receives CCSDS Command Link Transmission Units (CLTUS) from the Eoc
and provides the CCSDS protocol for transmission of the data to the White Sands
Ground Terminals.

For telemetry services, EDOS provides several data processing functions:

a) For data requiring real-time transmission (i.e., real-time housekeeping data to
the EOC), EDOS extracts packets from the S-band downlink and transmits
the packets with a minimum of delay at the rate received. In addition, EDOS
provides a time tagging function which will allow for accurate spacecraft
time determination.
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EOS-AM data transmitted via the high-rate saence link (i.e., the K-band
link), undergoes level zero production data processing at EDOS. Playback
data is forward ordered if necessary, and data sets are generated which
contain time ordered packets (all with the same APID) with quality and
accounting information appended. The size of the data sets generated is
predetermined, so one data set may contain data from one or more TDRSS
contacts. Overlap between TDRSS contacts is eliminated where it occurs.
Level zero processed data sets are available for delivery to destinations
within 21 hours of receipt of all the required data.

Up to 5% of the total data generated by the spacecraft may receive quick-look
processing at EDOS. Quick-look processing is a means of delivering
science/engineering data to a destination within approximately one hour of
its receipt at EDOS. Any data included in a quick-look processed data set is
also included in a routine level zero production processed data set. Quick-
look processed data sets are limited to data received during a single TDRSS
contact. The data in a quick-look processed dataset may include all of the data
assoaated with the specified APID received during the TDRSS session or only
those packets for the specified APID that have a speaal secondary header flag
set (quick look flag).

Another EDOS processing option is rate buffering. This option is intended to
capture downli~k data at-a figh data rate and defiver that-data to a
destination at a different, lower data rate with minimal processing delays.

Rate buffered data sets are files of packets for a single APID with limited
quality and accounting information appended.

EDOS provides an interface to the EOC, ICC, and DAACS for realtime spacecraft
monitoring, data accounting, fault isolation, and configuration management.

4.2.6.2 EOS Communication Network

The EOS Communication Network (ECOM) is a facility system that supplies
supporting services to EOSDIS. ECOM provides the set of circuits, switching, and
terminal facilities for operational telecommunications support specific to the EOS
project. Together with NASCOM, ECOM provides a high level of security for the
command, telemetry, and other information directly related to the Spacecraft
operations. ECOM provides the data transport path from the EDOS elements to
various other elements of EOSDIS, including the EOC and ASTER ICC. ECOM
supports a variety of bandwidths and uses state-of-the art communications
m~thods, including- fiber optics and domestic communications satellites.
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The EOSDIS Core System (ECS) has the following three sepents:
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a. The Flight Operations Segment.
b. The Science Data Processing Segment.
c. The Communication and System Management Segment.

4.2.6.3.1 Flight Operations Segment

The Flight Operations Segment (FOS) manages and controls the
and its instruments.

The FOS comprises the following three basic elements:

EOS-AM Spacecraft

a. The EOS Operations Center

The EOS Operations Center (EOC) faality serves as the focal point for EOS-
AM Spacecraft real-time flight operations. The EOC will be located at
GSFC. Figure 21 shows the EOC staffing structure and relationships with
other EOS-AM Project related entities.
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The flight operations elements responsible for the health and safety of the
Spacecraft are located at the EOC. The FOT performs the detailed flight
operations planning and scheduling, command, control, and real-time
monitoring of the Spacecraft. The spacecraft engineering group, located at the
EOC, is responsible for detailed Spacecraft performance analysis and produces
periodic spacecraft subsystem performance reports.

Housekeeping, engineering, and instrument quick-look processed science
data are also analyzed to support flight operations and to support Spacecraft
and instrument engineering.

The FOT coordinates MOPI’IT operations with the Spacecraft and other
instruments. Working with the MOPI’IT PI via the Instrument Support
Terminal(s), the FOT plans and schedules the MOPI’IT and Spacecraft
operations.

The EOS-AM spacecraft contractor provides a spacecraft simulator, which is a
hybrid of the Spacecraft Bus Command and Data Handling (C&DH)
subsystem and special simulation software. This simulator supports ground
tests and training. The simulator will be located at the EOC.

Specific EOC command and telemetry database requirements for the MOPITT
instrument are defined in Appendix II and Appendix III, respectively.

Spetilc requirements for EOC computer processing of MOPI’TT telemetry data
are defined in Appendix III.

Specific requirements for MOPIIT’ uplink transmissions are defined in
Appendix II, while MOPI’IT uplink verification requirements are included
within Appendix III.

The Instrument Control Center

There is no Instrument Control Center (ICC) for MOPITT’.

Instrument Support Terminal

An Instrument Support Terminal (1ST) is a software toolkit hosted on the
MOPIIT Prinapal Investigator (PI) workstation. The MOPITT 1ST
workstation provides access to EOC based information and functions. It also
provides for the exchange of data between the EOC and other instrument
support systems at PI/TL or instrument team locations.
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One or more ISTS (TBD) may be available to enable the MOPI’IT PI to
participate in the planning, scheduling, comma.ndina and monitoring of the
MOPI’TT instrument. The procedures for these interfaces are TBD and are
furnished by the ECS contractor.

Figure 22 shows the MOPITT 1ST user perspective.
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The MOPITT 1ST provides for the exchange of data with the EOC.
Other instrument support systems at the MOPI’TT PI location (e.g., for transfer
of instrument microprocessor loads and dumps) also utilize the 1ST.
Different authorized individuals may use the 1ST to perform different
functions in support of MOPI’IT operations (e.g., some ET users maY suPPort
planning and scheduling; others, anomaly resolution).

During the ECS development phase, the PI and the Earth Science Data
Information System (ESDIS) project will negotiate the allocation of

instrument operations functions to the MOPITI’ 1ST.

The ISTS run on a wide range of computer platforms that conform to
industry standards. The MOPI’IT PI is responsible for ensuring that the

hardware that hosts the 1ST meets these standards and for integrating
the toolkit with the hardware and other PI applications.

4.2.6.3.2 Science Data Processing Segment

The Scierwe Data Processing Segment (SDPS) provides processing and distribution
for science data and a data information system for EOSDIS. It consists of the
following three kinds of elements:

a. The Distributed Active Archive Centers (DAACS) - The DAACS will process
data from the instruments to standard level 1-4 products, provide short- and
long-term storage for EOS and selected non-EOS data, and distribute the data
to users. Each is composed of a Product Generation System (PGS), a Data
Archive and Distribution System (DADS), and a portion of the distributed
Information Management System. Several DAACS are distributed around
the United States.

b. The Information Management System (IMS) - The IMS is a distributed data
and information management servim that includes a catalog system in
support of user data selection and ordering. The IMS is distributed but
will function as a single integrated information and data management
service from the point of view of the user. The IMS therefore presents the
same comprehensive view of the EOSDIS from any IMS access node.

c. The Science Computing Facilities (SCFS) - SCFS are located at science
investigator sites and are used to develop and maintain algorithms,
produce data sets, validate data and data products, and analyze and synthesize
EOS and other data to expand knowledge about the Earth system and its
components.

The SDPS performs the EOSDIS functions of processing and archiving data from the
EOS instruments and data from other earth saence projects.
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42.6.3.3 Communication and System Management Segment

The Communication and System Management Segment (CSMS) provides
communications, networking, system-wide network management, and
site/element operations management. This segment contains the following two
elements:

a.

b.

The System Management Center (SMC) - A system management service for
EOSDIS ground system resources.

The EOSDIS Science Network (ESN) - A communications network and
services providing for the electronic distribution of data among the DAACS,
SCFS, and other related science facilities.

The CSMS performs the EOSDIS functions of providing access to and distribution of
EOS data products, networking capabilities, and the exchange of items such as data
and algorithms.
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5 FUNCTIONAL RESPONSIBILITY ALLOCATIONS

The allocations of responsibility for performing various operational functions in
support of MOPI’IT flight operations are understood to be as follows:

5.1 Planning and Scheduling

Planning and scheduling has the objective of producing a detailed schedule for the
activities of the EOS-AM Spacecraft (Spacecraft Bus and AM Instrument Set). The
Flight Planning and Scheduling Group (mSG), a segment of the FOT, is responsible
for producing the integrated Spacecraft detailed activity schedule.

The planning and scheduling process includes the following three steps:

Along-term mission planning phase.
Long-term mission planning for the Spacecraft begins up to 5 years before
the activities being planned and produces or updates the Long-Term Saence
Plan (LTSP) and Long-Term Instrument Plans (LTIPs).

An initial scheduling phase.
Initial scheduling, whose primary objective is to secure the SN resources for
flight operations for the target week, begins about 3 weeks before the target
week and uses baseline activity profiles, activity lists and/or activity
deviation lists.

A final scheduling phase.
Final scheduling, -which begins after the instrument and Spacecraft subsystem
activity lists are generated, produces a detailed activity schedule for the
Spacecraft Bus and the instruments. This schedule forms a basis for
commanding the Spacecraft.

The science community and the FOT will integrate science and Spacecraft
information in the planning and scheduling process.

S~=N- “QMMUKHX
lzLLGHr~

I Invest igator Working Group

[
Plight Planning & Scheduling Group

4 *
Project Scientist

On-line Operations Team(s)
1

Principal lnveetigatom &
Instrument Teams

1
Off-line Engineering Group

1
A L

5.1.1 Long Term Planning

The project scientist produces, with the Investigator Working Group (IWG)
recommendations, a LTSP for the Spacecraft. The PIs/TLs produce L~s for their
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respective instruments. The FOT uses these long-term plans
Spacecraft operations plan.
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to develop a long-term

The IWG recommends guidelines and overall science objectives to the Project
Scientist, who defines policy. The IWG has representatives from each of the
instruments. The IWG meets regularly, at least every 6 months (usually every
three months). The LTSP presents science objectives for the Spacecraft establishes
science mission priorities to be used in later scheduling, and recommends
approaches for satisfying scientific objectives. The LTSP also defines special events
and specifies requirements for coordination between instruments.

The MOPITI’ PI has responsibility for the MOPITT LTII? The MOPITT L~P also
contains planned routine background operations for ongoing observations or
operations that are related to routine calibration and maintenance activities.

The FPSG has the responsibility for Spacecraft planning. Some of the Spacecraft Bus
subsystem activities that the FPSG manages are directly related to science and to
Spacecraft Bus subsystem operations; these include the power, command and data
handling, and communications subsystems. Others support Spacecraft
maintenance, including battery management and orbit maintenance. The FPSG
formulates long-term spacecraft operations plans and keeps the IWG and the
MOPITT PI informed of changes in Spacecraft operations, including predicted
frequenaes in which saence operations are affected for maintenance.

5.1.2 Initial Scheduling

Initial scheduling has the objectives of securing the required SN resources from the
NCC. The FPSG identifies the SN resources required for Spacecraft Bus subsystem
operations (e.g., TONS operations, orbit adjustment operations)” Based On the

baseline activity profiles, instrument activity lists, and activity deviation lists (if
any) for the instruments, and the SN resource needs for the Spacecraft Bus
subsystems, the EOC estimates on-board Solid State Recorder usage and SN resource
needs and develops a TDRSS schedule request. The FPSG sends the schedule
request to the NCC and negotiates with the NCC as necessary to secure the best
possible SN resource allocations.

On the basis of the TDRSS schedule, the Spacecraft Bus activities required and
instrument activities, the FPSG develops a preliminary Spacecraft activity schedule,
which it makes available to all instruments. The MOPI’IT PI has access to available
scheduling information via the 1ST. This global information includes the plans
(e.g., LTSZ LTIPs, and long-term Spacecraft operations plan), orbit information (e.g.,
scheduling aids from the FDF), a TDRSS schedule for the target week, and the most
current preliminary Spacecraft activity schedule.
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The MOPITI’ PI expresses changes of scheduling needs with operations requests,
which contain activity deviation lists, and provides them to the FPSG. The MOPITT
PI acknowledges the “no change to operating instructions” by the use of TBD
provided to the FPSG on a TBD schedule.

The Spacecraft Bus subsystems undergo initial scheduling. From the long-term
Spacecraft operations plan, the FPSG identifies the activities that the subsystems
must perform during the target week. Based on these activities, the FPSG generates
an initial activity profile. The FPSG uses the activity profile to identify the
Spacecraft Bus subsystems’ SN resource needs.

After validation of the activity profile, the FPSG generates a TDRSS schedule
request and sends it to the NCC, about 2 weeks before the target week. For about a
week after the submission of this TDRSS schedule request, the FPSG can negotiate
with the NCC for the best SN resource allocations. A week before the target week,
the NCC provides the active TDRSS schedule to the FPSG. Based on the TDRSS
schedule and other resource profiles, the FPSG builds a preliminary Spacecraft
activity schedule for the target week.

5.1.3 Daily Planning and Scheduling

The FPSG is responsible for overall coordination of daily Spacecraft operations
planning and sch~duling activities. The MOPITT PI is responsible for revi~wing the
daily Spacecraft operations plan.

Final scheduling has the objective of producing for the Spacecraft a detailed activity
schedule on which commanding will be based, Final scheduling is based on the
preliminary activity schedule and any new input that has been accepted since the
preliminary activity schedule was developed.

The FPSG combines the activity deviation lists, if any, with the corresponding
baseline activity profiles to produce instrument activity lists. The FPSG develops
the Spacecraft subsystem activity lists. Based on the instrument and Spacecraft
subsystem activity lists the FPSG, using EOC resources, generates a detailed activity
schedule for the Spacecraft. The FPSG can normally perform final scheduling
without any input from the MOPI’TT IST.

As in initial scheduling, the MOPI’IT PI can access scheduling information using
the IST.

Scheduling conflict resolution is TBD.
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5.1.4 Planning Aids

Planning aids which pertain to long-term and daily flight planning activities are
generated by the EOSDIS and FDF, and are available to the MOPITT PI.

The planning aidaccess details are TBD andarethe responsibility of the EOSDIS
Core Systems contractor.

5.2 Uplink Generation

The uplink generation process translates the Spacecraft detailed activity schedule,
instrument microprocessor loads, and other information to be stored into Spacecraft
command loads ready for uplink transmission. This process will be performed
using TBD procedures. The MOPITT PI is responsible for generating all MOPITT
control sequences which are used to implement planned instrument operations.
The FPSG is responsible for generating control sequences which are used to
implement planned Spacecraft Bus operations. The MOPI’IT PI is responsible for
ensuring that the MOPITT commands in the command database are current and
correct.

The MOPITT PI is responsible for defining MOPITT constraint checks, constraint
violation resolution ground rules, and for performing checks on MOPITT
microprocessor load sequences. Speafic constraint check requirements for MOPITT
are defined in Appendix II.

The FPSG is responsible for coordinating the processing of Spacecraft and
instrument operating schedules into uplink loads. The primary point of contact
between the MOPJTI’ PI and the Flight Operations Team is TBD.

Spacecraft commanding (real-time uplink commands, realtime microprocessor
loads to the instruments, real-time commands to the SCC, and stored SCC
commands) has the purpose of directing the spacecraft and instruments to perform
the activities as scheduled or as needed. This function has the following three
major activities:

a. Normal commanding, which implements the Spacecraft Bus and instrument
activities that have been specified in the Spacecraft detailed activity schedule.

b. Implementation of late changes to the scheduled course of activities as
necessitated by late changes to the Spacecraft detailed activity schedule.

c. Emergency/contingency commanding required for safe operations of the
Spacecraft Bus and
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Command assoaated activities also involve command data validation, command
verification, onboard memory management, and command history maintenance.

Stored SCC commands generated for MOI?I’IT are typically composed of absolute
time commands. An absolute time command has associated with it a well-defined
execution time.

The assignment of command related responsibilities for MOPI’IT to the PI and the
FOT are TBD. The FOT uplinks commands for MOPITT as specified by TBD
approved plans and activities.

The FOT is responsible for uplinking scheduled MOPITT command loads. The PI
may also request the FOT to initiate real-time commands. The FOT is responsible
for generating, validating, deconflicting, and maintaining the command data for the
Spacecraft Bus subsystems. The SCC software is the responsibility of the Spacecraft
Bus contractor. The FDF provides the FPSG with required parameters for TONS
operations and orbit adjustment operations. The FPSG incorporates the appropriate
parameters into SCC-stored comm~ds and SCC-stored Spacecraft

5.3 Real-Tiime Operations

tables.

The Flight Operations Team is responsible for all aspects of real-time contact with
the Spacecraft. The ECS contractor, using EOC resources, is responsible for
processing real-time telemetry data to:

a. Determine the status of various Spacecraft systems.
b. Monitor the health and safety of Spacecraft Bus subsystems and each EOS-

AM instrument.
c. Generate displays for use by the FOT.

The EOSDIS Core System contractor is responsible for 1ST display generation. The
method and implementation are TBD.

The FOT is also responsible for generating and transmitting all real-time
commands, for transmitting the stored command loads, and for verifying all uplink
transmissions. Speafic uplink verification requirements for MOPITT are defined in
Appendix IL

The FOT is responsible for implementing the daily Spacecraft operations schedule
under normal arcumstances, and for taking appropriate action to preserve
Spacecraft health and safety. The MOPITT PI is responsible for defining health and
safety monitoring and reaction procedures for MOPITT, and the Flight Operations
Team is responsible for implementing these procedures. Specific MOPITT health
and safety monitoring and action requirements are defined in Appendix III and
Appendix IV, respectively.
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The MOPI’IT PI is also responsible for advising the FOT of any changes in MOPIIT
operating characteristics, capability, or in plans for MOPITI’ utilization which
should be factored into any aspect of real-time operations. The FOT is responsible
for advising the MOPITI’ PI (directly, or indirectly via the FPSG) of any departure
from planned operation of MOPITT.

5.4 Performance Verification

Verification of operational performance is required for all Spacecraft Bus subsystems
and MOPITI’ in order to maintain an up-to-date knowledge of Spacecraft operating
characteristics, capabilities, and limitations. Performance verification results will be

used in science data analysis/evaluation and as an input to ongoing science and
operational planning activities. The MOPITT PI is responsible for verifying all
aspects of MOPITT instrument performance, and the FOT is responsible for
verifying the performance of Spacecraft Bus subsystems throughout the Spacecraft
mission. The SDF at the Spacecraft contractor’s facility supports the FOT in
verifying Spacecraft Bus flight software performance relating to on-board operation.
The MOPITT PI is responsible for MOPI’IT performance verification requirements.
The FOT and MOPITT PI are both responsible for advising the EOS-AM Science
Team all/any performance verification results which are pertinent to the planning
of future mission operations.

The FOT is responsible for maintaining a log of all uplink activities, which includes
for each uplink activity the command data uplinked, the start and end times, and its
receipt by the C&DH. The FOT, using EOC resources, also maintains information on
whether stored command data are correctly stored in the SCC memory and
information on whether the SCC-stored commands are dispatched successfully to
the intended destination entities. For real-time commands, the FOT maintains
information regarding command execution by the Spacecraft Bus subsystems. The
FOT will verify MOP1l’T microprocessor loads via checksum or TBD method.

Similarly, the MOPI’IT PI is responsible for maintaining information on whether
the stored or real-time instrument commands are successfully executed by MOPITT
(Details are TBD). The MOPITT PI is also responsible for maintaining information
on whether the instrument microprocessor loads are correctly loaded and executed
(Details are TBD).

Command histories are maintained by the FOT and MOPITT PI.

5.5 Database and Software Maintenance

The Spacecraft SCC and MOPIIT instrument microprocessor will contain software
and database information which are subject to in-orbit maintenance. The EOC
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supports command generation,
system elements contain software

subject t6 rnaintena~ce~ The configuration of each software system and database are
controlled with update procedures coordinated to maintain consistency between the
EOS-AM Spacecraft and ground system and between various ground system
facilities.

The FOT has overall responsibility for coordinating software and database
maintenance activities to insure system-wide consistency. The SDF has
responsibility for the Spacecraft Bus flight software.

The FOT is responsible for defining and verifying variable-parameter modifications
for the allocation of command storage memory within the SCC, and for
implementing SCC flight software and database modifications. The MOPITT PI is
responsible for maintaining all MOPITT instrument microprocessor software and
database contents for MOPITI’.

The FOT is responsible for maintaining all Spacecraft Bus subsystem parameters
within each ground system database and for maintaining the core definitions of all
individual commands within the EOC systems. The FOT is also responsible for
maintaining the core definition of all downlink telemetry functions within the EOC
database for which EOC processing of any type is required. The MOPITT PI is
responsible for providing to the EOC the parameter values which define all
MOPIIT commands and telemetry functions (e.g., serial magnitude commands
having specific bit patterns or variable sub-fields; telemetry functions contained
within an instrument-controlled format structure). The MOPI’IT PI is responsible
for defining all other ground system database information updates which relate to
MOPITT (i.e., command sequences, constraints, verification procedures; activity
definitions; telemetry calibration data, limit-check threshold levels, derived
function definitions, display formats).

The ESDIS Project is responsible for the maintenance of Code 500-supplied ground
system software, and the EOSDIS Core System contractor for implementing the
associated database modifications. The FOT, is required to remain cognizant of
database content and status within the EOC. The FOT interacts with the MOI?IXT PI
to implement any database updates which are pertinent to MOPITI’. The ECS
contractor provides the database manager software for the EOC database.

5.6 Early Orbit Operations

The early orbit operations responsibility for performing various operational
functions in support of MOPIIT flight operations are understood to be as follows:
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5.6.1 Launch - Orbit Acquisition Mission Phases

The MOPITT PI is responsible for defining any command sequences, EOC displays,
and contingency procedures which should be available during launch through the
Orbit Acquisition mission phase operations in order to assure the health and safety
of MOPITT. Specific MOPI’IT requirements for pre-activation attention are defined
in Appendix IV.

The launch vehicle places the Spacecraft in the injection orbit; and the Spacecraft
senses separation (Spacecraft from launch vehicle). Data is relayed from the
Advanced Range In&rumented Aircraft (ARIA) to
Figure 23 shows the Launch / Ascent phase timeline.

The FOT is responsible for the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry
display sets).

the EOS Operations Center.

(Launch / Ascent speafic

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored commands execution.

e. Spacecraft scheduling and planning.

During the Orbit Acquisition Initialization phase, a positive Spacecraft energy
balance and an S-Band communications link are established. A stable earth-oriented
attitude is attained and an onboard orbit estimate is obtained.

The FOT is prepared to take command and control of the Spacecraft and are
responsible for the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry (phase specific display sets).

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify

e. Verify

stored commands execution.

Earth acquisition.

f. Verify Solar Array deployment and solar tracking.
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g. Verify

h. Verify

High Gain Antenna deployment.

command and control capability.

h. Spacecraft scheduling and planning.

During the Orbit Acquisition phase, the Spacecraft performs a series of delta-V
maneuvers (significant change in velocity vector). The FDF and FPSG are
responsible for calculating burn parameters, planning the delta-V maneuvers,
calculating the required firings, scheduling, and performing the maneuvers. Figure
24 shows a timeline of the planned maneuvers. Figure 25 shows an activity flow.

The FOT is responsible for the Spacecraft operation and the following activities:

a. Monitor Spacecraft Bus housekeeping telemetry.

b. Monitor and verify Spacecraft Bus operating mode.

c. Monitor and verify Spacecraft Bus resources.

d. Verify stored command execution.

e. Coordinate the FDF Delta-V data inputs to the EOC.

f. Verify on-board Solid State Recorder status.

g. Real-time command and control.

h. Spacecraft scheduling and planning.
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ORBIT ACQUISITION MISSION PHASE
OPERATIONAL
INITIALIZATION

PHASE
1-3 DAYS

(TBR)

SPACECRAH
BUS

DAY 7 (TBR)

PRELIMINARY
CHECKOUT

4

OPERATIONAL ORBtT ACQUWTION
- ADJUSTMENTS -

. 8 to 12 Large Adjustment Burns. Spacecraft
BUS

- Raise Perigee. CHECKOUT

Burns Will Be 15 min. to 20 min. INSTRUMENT
ACTIVATION

● Inclination Correction.

- Goal -- Maximize llme to Next Inclination
Correction Maneuver.

- Plan To Slew Spacecraft 900 During Eclipse.
- Fire At Ascending Node.

One Bum will Be -12 min.

o Several Small Adjustment Burns.

- Eccentricity Vector Control.
~- Semi - Major Axis Control.
. Acquire Reference Ground Track.

Burns WIII Be Calculated and Planned
by FDF and EOC.

s Inltisl On-Orbit Checkout

NOTE: This timefine is preliminary and as operational details are developed and
become available, updates will be made.

———— -—- -- —

--

1

[

1
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FIGURE 24 ORBIT ACQUISITION MISSION PHASE TIMELINE
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NOTE:
UP TO 8 HOURS
OF TRACKING
BETVVEEN BURNS.

PLAN
AND FDF / EOC

MANEUVER
COMMANDS

v

SCHEDULE & EOC

ORBIT ADJUST

NOTE:
8 TO 10 BURNS
ARE EXPECTED.

FIGURE 25 DELTA-V ACTIVITY FLOW

5.6.2 Activation

Spacecraft activation follows the launch through Orbit Acquisition phases, and
leads into orbital mission operations. Most activation events occur over a period of
several weeks during the Operational Initialization phase. The MOPITT PI is
responsible for all MOPITT activation plan, and is expected to provide the MOPITT
contribution to the initial Spacecraft activation plan. The FOT is responsible for the
Spacecraft Bus activation plans and procedures.

The MOPI’IT PI or designated representative(s) is present in the EOC during each
MOPITT activation event and has direct responsibility for MOPITT activation
procedures within the EOC. The FOT supports the MOPITT PI or designated
representative(s) in implementing instrument activation procedures, and
coordinates initial MOPI’IT operations with other Spacecraft Bus and instrument
activation events throughout this phase of operation. Specific requirements for FOT
and MOPI’IT PI support are TBD. Activities during MOPITT instrument activation
are defined in Appendix VI.
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The FOT is responsible for the activation and checkout of the Spacecraft subsystems
and the following activities:

a.

b.

c.

d.

e.

f.

g“

h.

i.

j.

k.

1.

m.

n.

Monitor Spacecraft Bus housekeeping telemetry.

Monitor and verify Spacecraft Bus operating mode.

Monitor and verify MOPITI’ health and safety data.

Coordinate the MOPITT operations with the Instrument Team.

Monitor and verify Spacecraft Bus resources.

Spacecraft scheduling and planning.

Stored command table loads.

TDRS and EOS-AM Spacecraft ephemerides load.

Instrument microprocessor loads (if required).

Memory dump verification (if required).

Verify stored commands execution.

Coordinate the PDF data inputs to the EOC for required Delta-V
operations and TONS.

Verify SSR status and management initialization (normal operation).

Spacecraft and Ground Systems operational phase readiness verification
and turn-over to the Spacecraft mature operations.

5.6.3 Transition to Orbital Operations

After the EOS-AM Spacecraft Bus and instruments are fully activated, Spacecraft
operations transitions into the Operational mission phase. When this occurs, the
normal daily flight operations planning and scheduling process begins along with
normal ground system operations.

The FPSG uses the MOP17T baseline activity profile (provided before launch by the
MOPI’IT PI), unless an operations request containing an activity deviation list is
received from the MOPHT PI, to generate MOPI’IT instrument activity lists.
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5.7 Spacecraft Maneuvers

Several types of maneuvers are executed by the Spacecraft at predefined points
throughout the EOS-AM mission. A nominal long-term schedule of maneuver
events is available prior to launch, and is maintained current along with other
long-term planning information. The EOS-AM Science Team will be responsible for
factoring the maneuver schedule into the long term science plan, and for
establishing overall compatibility between this schedule and planned science
operations. The FOT is responsible for maintaining maneuver schedule currency,
and for notifying the EOS-AM Science Team (via the Reject Scientist) of maneuver
schedule changes.

The FOT has responsibility for all maneuver operations. The FOT and FDF are
jointly responsible for the detailed planning of each Spacecraft maneuver and the
FOT is responsible for maneuver execution. For orbit adjust maneuvers, the FDF is
responsible for developing plans for corrective firings of the orbit adjust system and
also is responsible for providing planning aid and operational data updates to reflect
maneuver results. The FPSG coordinates with the FDF to schedule speafic
maneuver events consistent with long term science plan intent and is responsible
for scheduling instrument operations to accommodate maneuver implementation.
The MOPITT PI is responsible for defining all maneuver accommodation
requirements (including special command sequences, EOC displays, etc.) for
MOPITI’, for reviewing the maneuver operational plans, and for advising the FOT,
as appropriate, of any concerns regarding these plans. Specific MOPITT
requirements for Spacecraft maneuver accommodation actions are defined in
Appendix IV.

5.8 Special Observations

The FOT is responsible for coordinating with the MOPITT PI regarding any special
observation activities, such as TBD, which may affect MOPI’IT.

Specific MOPI’IT requirements for special observation actions are defined in
Appendix IV.

5.9 Contingencies

In the event that a Spacecraft emergency situation develops, the FOT is responsible
for taking whatever action is appropriate to preserve Spacecraft health and safety.
The FOT requests emergency support from the NCC. If TDRSS cannot be used or is
not available, the NCC works with the DSN /GN/WOTS for support. The FOT
utilizes emergency support, as available, to establish a safe Spacecraft configuration.
First priority-is given
attitude control), and
instruments and other
MOP1’TTIK)U Prehninary

‘to mission critical functions (i.e., communications, power,
then to establishing a safe configuration for the EOS-AM
Spacecraft Bus subsystems.
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The MOPITI’PI is responsible for defining the safe/survival configuration(s) for
MOPI’IT, and the command sequences necessary to establish that configuration.
Specific MOPITT’ requirements for contingency actions are defined in Appendix IV.

If the Spacecraft enters Safe Mode or Survival Mode, the FOT is responsible for
verifying/establishing a safe configuration for each instrument and Spacecraft Bus
subsystem. The FOT notifies the MOPI’IT PI that the Safe Mode or Survival Mode
has interrupted normal operation, and of resulting MOPI’IT instrument status. The
MOPITT PI is responsible for advising the FOT of any need for further priority
attention to MOPITT. The MOPITT PI is also responsible for defining any
reactivation procedure to be followed in restoring normal instrument operation.
The FOT is responsible for implementing all Safe Mode or Survival Mode reaction
and recovery operations. These actions will include:

a.

b.

c.

d.

e.

f.

g“

h.

Initiate the appropriate contingency procedure.

Recover and analyze stored housekeeping / he~th and safety data from the
on-board data storage device (if possible).

Notify the MOPITT PI to coordinate actions that may have occurred which
relate to instrument operation.

Notify cognizant engineering and management personnel.

Request appropriate institutional support.

Analyze associated telemetry data available for problem isolation.

Initiate a corrective action plan if applicable.

Continue to monitor real-time telemetry if available, and log all events.

The FOT notifies the MOPITT PI in the event an instrument health or safety
incident is discovered by the Flight Operations Team. The FOT follows predefined
instructions as prescribed by the MOPI’IT PI. The FOT has available and maintains a
set of “safing” commands provided by the PI. The MOPITT PI will be responsible for
evaluating the incident and advising the FOT of instrument status and plans for
resuming operations.

The FOT is responsible for re-establishing the continuity of planned science
operations, as defined in the Spacecraft activity schedule, once the Spacecraft has
been returned to a normal operating configuration.

The MOPITT PI is responsible for defining all health and safety telemetry
parameters and EOC monitoring criteria for MOPI’TT, and the procedures to be
~ollowed by

MOPI’IT IFOU

the FOT should a MOPI’IT health and safety incident occur. The FOT is
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responsible for executing predefined monitoring and response procedures,
consulting with the MOPITT PI regarding instrument status, and further response
actions which might be appropriate. The FOT advises the PI of MOPITT status
regarding operational planning activities which are currently underway and the
FOT is responsible for adjusting ongoing plans for MOPITT operation to
accommodate the situation at hand (in coordination with the MOPI’IT PI). The
MOPITT’ PI is responsible for defining command sequence, EOC procedure and any
other modifications necessary to reflect changes in MOPI’IT operational capability or
status whenever necessary throughout the EOS-AM mission.
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6 INTERFACE EXCHANGE ITEMS --

The MOP~ PI exchanges information electronically with the EOC and the Flight
Operations Team by using the 1ST. The IST is connected to the EOC via the EOSDIS
computer networks. These networks are available around the clock, supporting the
exchange of information whenever it is required. The formats and forms for this
information exchange is the responsibility of the ECS contractor and is TBD.

6.1 Planning and Scheduling

The MOPITT PI may access any planning and scheduling products in the EOC. This
includes the long term plans, planning aids, the list of routine activities for the
instrument, the list of deviations for the instrument, the TDRSS schedule for the
Spacecraft, and the schedules for the other instruments and the Spacecraft Bus
subsystems.

The planning aids consist of information derived from predicted orbit information
and are identified in Appendix V. The planning aids can display the information
graphically or the information can be listed in tabular form. Details are TBD.

The list of routine instrument activities can be reviewed by the MOPI’TT PI using
the 1ST. This list is the activities that MOPI’IT’ normally perform over its cycle (e.g.,
per orbit, per 16 day orbit cycle). It is initially defined prior to launch and is changed
infrequently. Modifications are discussed with the Flight Planning and Scheduling
Group (FPSG); modifications that impact the science data collected are coordinated
with the IWG and the project scientist. Modifications to the instrument activity list
are submitted via the 1ST to the FPSG for inclusion in the planning and scheduling
database after the proper approval.

The MOPI’IT PI can submit and review the schedule of deviations from the normal
activities. This schedule includes activities such as special calibrations and
microprocessor loads. These deviations are provided to the FPSG one (TBR) week
in advance. Note that changes to the routine activities due to an instrument or
Spacecraft problem are handled as exceptions to the plans and schedules. The
schedule of activities and commands associated with recovering from an anomaly
and typically developed over shorter time frames than those for normal operations.

Quick look data, either housekeeping, instrument engineering, or science data, is
identified during the scheduling process and the secondary header flag in the packet
is set or the EDOS delivery orders for the delivery of the data from a TDRSS session
is modified. The MOPI’IT PI submits requests for quick look data at least several
days in advance to the flight planning and scheduling group using the 1ST.
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6.2 Command Generation

Command generation includes real-time commands, SCC stored commands, and
commands/loads for the MOPITT microprocessor.

The MOPI’TT PI provides the instrument microprocessor software and tables to the
EOC for uplink, using the 1ST. Non-urgent information for uplink is provided at
least two days in advance. The 1ST is also used to send the EOC the command
mnemonics required to implement any non-routine activity, such as the
commands to recover from an anomalous situation. The IST/EOC procedures and
protocols insure that the transfer of information to be uplinked is authorized,
complete, and consistent.

The MOPITT PI is capable of using the 1ST to review and/or approve the command
loads generated by the FOT in the EOC from the routine activity list and the
requested deviations from normal operations. Planning, scheduling, and/or
command products that must be approved by the MOPITT PI for routine and
anomalous operations are TBD.

6.3 Real Time Operations

Using the 1ST, the MOPITT PI may monitor the instrument and Spacecraft
housekeeping data as it is received in the EOC. The data maybe displayed using any
previously defined format that is in the operations data base. Formats for plots,
alphanumeric information, and graphic formats are TBD.

The MOPITT PI may monitor the commanding process via the 1ST. Status
information is available on which commands have been generated, which have
been successfully uplinked, and which have been issued to the instrument.
verification that the instrument successfully executed the commands is
responsibility of the MOPITT PI. Exceptions are to TBD by the ECS contractor
the MOPITT PI.

The
the
and

6.4 Analysis

The MOPI’IT PI may use the 1ST to perform analysis on instrument and spacecraft
data. The housekeeping data can be plotted versus time or versus other
housekeeping parameters. Standard capabilities include trend analysis, and
minimum/maximum/ mean statistics.

The following 1ST functions are provided for instrument engineering, quick look
science data and other science analysis: TBD.
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The analysis of health and safety data is limited to that received by the EOC, and
includes all real time housekeeping data and at least one orbit per day of a complete
orbits worth of housekeeping data from the onboard SSR. If the MOPITT PI needs
housekeeping data from, a speafic time of day, this is requested in advance.

In addition to housekeeping data the MOPI’IT PI is able to use the 1ST to access the
EOC operations history log. This log contains a complete log of all significant
activities in the EOC, including the schedule, command and command verification
information, alarms and limit violations, and selected operator actions. About 7
days of operations history data is kept in the EOC; older logs are available from the
GSFC D~C. The 1ST provides
by time and type.

6.5. Operations Database

the iools to extract data from the operations history

The MOPITT PI supplies the EOCwith an operations data base prior to iaunch that
contains the instrument telemetry formats, command formats, procedures, limits,
constraints, and so on. The MOPITT PI may view this data base using the 1ST and
may submit requests for changes to the data base. The data base is under
configuration control. The ECS contractor is responsible for configuration control
and the details are TBD.

Urgent requests can be handled more expeditiously (details are TBD).

6.6 Other Interface Exchange Items

The 1ST provides an electronic mail capability to support the general
communica-tion between the MOPITT PI, oth& inst~ument t~~ms, and tie FOT
personnel in the EOC.

The 1ST provides a file transfer capability for the exchange of bulk data such as
microprocessor loads and dumps.

The MOPITT PI uses the 1ST to provide the EOC with periodic operations reports o n
the status of MOPITT. Integrated reports on the Spacecraft and instruments
developed by the EOC are available to the MOPI”IT PI via the IST.
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7 JOINT OPERATING PROCEDURES

The interface procedures which are followed in conducting MOPITT flight
operations are understood to be as follows:

7.1 PUEOC FOT Interface

The MOPITT PI and the Flight Operations Team (see Figure 26) interface routinely
regarding mission planning, uplink generation, and performance verification
matters and interface as required regarding real-time operations. The FOT and
MOPITT PI interface as appropriate regarding MOPITT instrument accommodations
of Spacecraft maneuvers and contingency operations. The FPSG serves as the
primary point of contact for the MOPITT PI regarding aIl EOC operations, and
;egarding all flight operations plans, planning aids, command generation inputs
and outputs, and performance reports which are pertinent to MOPITT.

EIJGKrmmmmsmw

EiEziiI 4 b EEEzEl
on-he Operahons Team(s) I Instrument Operations Team

I Off-line Engmeermg Group I

FIGURE 26 PI FACILITY/ EOC FOT INTERFACE

7.1.1 Daily Operations Planning

Under normal circumstances, the MOPITT baseline activity profile is used to
develop the initial activity list 47 days before the corresponding operational period
begins. The MOPIIT PI provides exceptions, activity deviation lists, in the event
normal MOPI’IT baseline activities needs to be altered. The FPSG staff coordinates
all operations planning inputs, and keeps the MOPITT PI advised of the timetable
for accessing plans to be reviewed, and for providing inputs and/or comments
regarding these plans.
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7.12 Command Generation

Command generation is performed by the FPSG using EOC resources. The FPSG
serves as the point of contact for all review comments related to command
generation processing.

7.1.3 Special Operations

The FPSG notifies the MOPI’IT PI whenever a Spacecraft maneuver operation is
being planned, or whenever a special operation (TBR) or contingency operation
which affects MOPI’lT occurs. The MOPITT PI defines MOPITT requirements for
accommodating the special operation and/or for resuming normal operation when
the special operation has concluded. Where real-time operation is a factor, the FOT
represents the MOPITT PI in coordinating implementation of appropriate real-time
procedures. If a special operation disrupts planned operations (e.g., contingency
situation), the FOT advises the MOPIIT PI of the disruption, and they wiIl jointly
define the procedure for restoring operational plan continuity.

7.1.4 EOC Database

The FPSG manages the availability of operations plans, planning aids, and
command generation processing inputs and outputs, and coordinates with the
MOPITT PI regarding access to this information. The MOPITT PI generates all
additions, deletions, and modifications to the EOC database for MOP~, and
notifies the FPSG of each submission. The FPSG coordinates the database approval
and update procedure required to incorporate each change, and notifies the MOPITT
PI when the change has been incorporated. The MOPI’IT PI reviews the modified
database, and notifies the FPSG of any dismepancy which requires corrective action.
The format to be used is TBD and is the responsibility of the ECS contractor.

7.1.5 Microprocessor Load Verification

The FOT transmits the MOPITT microprocessor loads and verifies the loads via
checksum (TBR). If verification beyond a checksum is required or a checksum
capability is not provided, the MOPITT PI verifies that each microprocessor load
transmitted to the instrument(s) is properly received and installed within
microprocessor memory. When verification is prerequisite to instrument
scheduling, the MOPITT PI will notify the FPSG staff of load verification. When
real-time telemetry indications of microprocessor load acceptance are available, load
verification feedback may be provided by the FOT at the discretion of the MOPITT
PI.
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7.2 PI/EOC Command Management Function Interface

The MOPITT PI interfaces with the EOCthrough theIST interface definedin TBD.
The basic interface for information exchange is via file transfer. The MOPITT PI has
access to EOC resident information and processing capabilities (details are TBD).

The MOPITT PI interfaces procedurally with the EOC as follows:

7.2.1 Operations Plans

In support of flight planning activities, the MOPITI’ PI can access EOC information
via the 1ST. Any comments or proposed deviations to operational plans may be
flagged (TBR) for the FPSG attention.

7.2.2 Planning Aids

Short term planning aid data initially appears within the EOC TBD weeks
beforehand, and will be updated at TBD intervals. Long term planning aids are
updated as requested by the EOS-AM Science Team (normally for each long term
science plan update). Special planning aid data files may be assembled to contain
only data of interest to the MOPITT’ PI and transferred to the MOPITT 1ST. Planning
aid data is updated within the EOC according to a (TBD) regular schedule.

7.2.3 Command Generation

Routine Spacecraft command generation processing will begin TBD hours before
the operational period, and is completed no later than TBD hours beforehand. The
MOPITT PI does not interact directly with EOC Spacecraft command generation
processing.

7.2.4 Performance Feedback

Observed performance of MOPI’IT is documented in feedback reports which are
transmitted in text form using the electronic mail capabilities of the EOC and 1ST
interface. Routine and speaal reports are generated by the MOPIIT PI at his 1ST, and
are transferred to the EOC for posting. Performance reports are filed and archived by
the FPSG.
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7.3 PUFOT Interface

The MOPIITPI and the on-line operations team interface to the extent
time operations are significant to the MOPITT PI, and as required to

that real-
exchange

instr~ent /Spacecraft Bus performance information or to supplement the routine
interface between the MOPITT Principal Investigator and the FPSG.

The MOPITT PI interfaces procedurally with the FOT as follows:

7.3.1 Real Tme Operations

For real-time operations, the on-line
for the MOPI’IT PI (TBR). In the

operations team (TBD) is the point of contact
event of an instrument anomaly, MOPITT

operations team (TBD) coordinates with the on-line operations team (TBD) for any
actions required. MOP1’TToperations team (TBD) contacts the MOp~ pI as soon as
possible to review the situation and to define any foliow-up activities required.

7.3.2 Special Operations

The normal interface for handling maneuver accommodation, contingency
adjustments, and departures from planned operations involves the MOPIZT PI and
the FPSG. The on-line operations team may, however, become involved in these
matters in lieu of the FPSG staff during non-working hours, espeaally under time-
critical circumstances. In such a case, the on-line operations team handles
immediate concerns, with the FPX staff handling longer-term and follow-through
aspects.

7.3.4 Initial Operations

During initial MOI?ITT activation, the MOPIIT PI or delegate at the GSFC EOC
works directly with the FOT. Flight planning and scheduling personnel interface
with the MOPITT PI to perform the MOPllT planning and scheduling functions.

7.3.5 Performance Verification

The MOPITT PI and FOT may exchange performance information regarding
instrument and /or Spacecraft operation in order to fuIl y evaluate observed
performance and capability. A Spacecraft engineer from the FOT serves as the point
of contact for Spacecraft performance verification inquiries.
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7.4 PI/DAAC Interface

The MOPITT PI interfaces with the DAAC via DAAC toolkits (that are co-operable
with the 1ST toolkit). DAAC toolkit details are TBD. The data processing interface
between 1ST(S) and the DAAC is utilized for flight operations functions.

Details are TBD.

7.5 PI Access to Telemetry

The following guidelines define access to telemetry data for the MOPITT PI:

a. Telemetry data is recorded continuously throughout the EOS-AM
mission by the on-board SSR. Data retrieval is obtained TBD per orbit.

b. Telemetry data is acquired in real-time for approximately 20 minutes of
each orbit.

c. The on-line operations team monitors all real-time contact intervals and
the telemetry data acquired is processed in real-time. The EOC computer
performs status determination, event detection and limit-check processing,
and generates displays containing telemetry data and processing results.
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8 IMPLEMENTATION AGREEMENTS

The following paragraphs describe the plans for implementing the data input to the
operational system to support MOPI.TT flight operations.

8.1 Flight Operations Database

The basic flight operations database are provided by the Spacecraft contractor.
Database conversion, to the EOC system, is the responsibility of the EOSDIS Core
System contractor. This database, containing commands, telemetry, and limits, is
u~ed for in-orbit flight operations.

8.1.1 Commands

Instrument commands are placed in the EOC database. The
command capabilities identified by the MOPITT PI, with support

database contains
from the FOT and

Spacecraft subsystem engineers. All flight operational commanding required is
tested and demonstrated during Spacecraft Integration and Test. The EOC command
categories are TBD.

8.1.2 Instrument Telemetry

The MOPITT PI, with support from the FOT and Spacecraft subsystem engineers,
identifies telemetry point definitions required for flight operations; and the
Spacecraft contractor ensure that telemetry points have been defined and
tested/demonstrated during Spacecraft Integration and Test.

8.1.3 Instrument Limits

The MOPI’IT PI, with support from FOT and Spacecraft subsystem engineers,
ensures that the Spacecraft integration and test limit definitions are correct for on-
orbit flight operations. If not, new limits are defined and the ECS contractor
coordinates (Project approval and entry) the change to the EOC database.

The MOPITT PI with support from the FOT and Spacecraft subsystem engineers
identifies the specific reactions to be taken during all out-of-limit conditions (i.e.
Red, Yellow, and Delta limits). The FOT documents all out-of-Iimit reactions in the
TBD Plan.
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8.1.4 Database Approval

The MOl?I’IT PIand Spacecraft subsystem engineers access the database via ISTto
review their appropriate section(s). Changes to the database are submitted via IST
mail. The PI and Spacecraft subsystem engineer checks the database to ensure that
the data is functionally and syntactically correct. After all of the database
information for MOPfi has
portion of the EOC database.

8.2 Operational Displays

The MOPITT PI, with support

b~en appro~ed, the MOPIIT PI signs off on his

from the FOT and Spacecraft subsystem engineer,
identifies which displays- are needed for in-orbit flight operations. Any displays
deemed necessary are defined by the MOPITT PI and once approved, are entered or
converted by the EOSDIS Core System contractor. The MOPITT PI with support
from the Spacecraft subsystem engineers, assists the FOT with any conversion
problems (i.e. mnemonics, values, etc.). The mechanism for defining pages and
transferring Spacecraft integration and test pages to the EOC is TBD.

8.3 Operations Procedures

The MOPITT PI, with support from the FOT and Spacecraft subsystem engineers,
establishes what operational procedures are needed for on-orbit flight operations.
The MOPITT PI should keep in mind that I & T building blocks may have to be
assembled into contiguous functional activities that are of reasonable duration
harmonious with the in-orbit operational contacts. The FOT reviews all completed
operational procedures for compatibility with flight operations such as procedure
duration, logical break points, etc.

8.3.1 EOC Definition

The FOT furnishes to the MOPITT PI a description of the EOC operations
procedures. In addition, the FOT is available to answer questions regarding Em
operations during operations procedure development.

8.3.2 I&T Procedures to EOC Operations Procedures Conversion

The conversion of procedures to the EOC is the responsibility of the
System contractor and is TBD.

EOSDIS Core
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8.3.3 I&T Databases to EOC Operations Databases Conversion

The conversion of databases to the EOC is the responsibility of the EOSDIS Core
System contractor and is TBD.

8.3.4 Flight Unique Procedures

The MOPI’TT PI, with support from the FOT and Spacecraft subsystem engineers,
identifies any MOPITT instrument unique flight operations procedures. These
procedures are created by the MOPITT PI with support from the Spacecraft
subsystem engineers and submitted to the FOT.

8.3.5 Procedure Submittal

The MOPITT generated operations procedures are submitted to the FOT by one of
the following methods: TBD

Procedure entry, after approval, into the operational system is the responsibility of
the EOSDIS Core System contractor and is TBD.

8.3.6 Approved EOC Procedures

Once the procedures have been reviewed and approved, they cannot be changed
without the NASA Mission Operations Manager’s (MOM) approval.

8.3.7 Procedure Verification

The FOT reviews all operations procedures to verify the accuracy of the directives
and also the logic to the extent possible. The MOPITT PI with support from the FOT
and Spacecraft subsystem engineers identifies operations procedures that require
execution for verification. Prior to launch, the FOT conducts a scheduled
verification of operations procedures that will include EOC execution and
transmission to the Spacecraft/instrument. Procedure verification details are the
responsibility of the EOSDIS contractor and are TBD.

8.4 Narrative Procedures

The MOPI’IT PI, with support from the FOT and Spacecraft subsystem engineers,
defines any standard and contingency operating procedures needed for in-orbit
flight operations. These procedures are defined by the EOSDIS contractor and are
TBD.
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8.4.1 Standard Operating Procedures

The standard operating procedures define the day-to-day operations of the EOS-AM
Spacecraft at the EOC.

These procedures are baselined and procedure changes require the NASA Mission
Operations Manager’s approval.

These procedures are defined by the EOSDIS contractor and are TBD.

8.4.2 Contingency Operating Procedures

The contingency operating procedures define the actions required by the FOT
during potential and credible anticipated non-nominal situations. Examples of this
category of procedures for MOPI’IT are:

“ Instrument requirements during Spacecraft safe mode and survival mode.

● A procedure to be followed in the event of a MOPITT ALERT condition.

These procedures are defined by the EOSDIS contractor and are TBD.
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10 SPACECRAFT CONTROLS COMPUTER INSTRUMENT
REQUIREMENTS

Speafic requirements for interaction between the Spacecraft on-board computer and
MOPTIT are understood to be as follows:

10.1 Stored Command Requirements

MOPITT stored command requirements are as follows:

10.1.1 Absolute Time Commands

MOPITT requirements for Absolute Time Command utilization are TBD.

10.1.2 Relative Time Command Sequences

MOPI’IT requirements for Relative Time Command Sequences (RTCS) command
utilization are TBD.

10.2 Telemetry Monitor Requirements

Telemetry Monitor (TMON) application to MOPI’IT is TBD.
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20 INSTRUMENT COMMAND PROCESSING REQUIREMENT

Specific command processing requirements
follows:

20.1 Activity Planning Requirements

Activity planning for MOPITT is as follows:

20.1.1 Activity Definition

TBD

20.1.2 Event Definition

TBD

20.1.3 Activity Scheduling

for MOPIIT are understood to be as

There are critical timing requirements for MOPITI’ commands or activities. Details
are TBD.

20.2 Constraint Check Requirements

TBD

20.2.1 Command Level

TBD

20.22 Activity Level

TBD
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20.2.3 Schedule Conflicts

The timing of MOPI’TT commands may be TBD to resolve schedule conflicts.

20.3 Real-Time Command Requirements

TBD

20.3.1 Utilization Plans

TBD

20.3.2 Command Generation Capabilities

TBD

20.3.3 Transmission Requirements

There are no unique requirements for transmitting real-time MOPI’lT commands.

20.4 Microprocessor Load Handling Requirements

TBD

20.4.1 Uplink Message Structures

TBD

20.4.2 Transmission Requirements

Each microprocessor load is created as a unit, and is transmitted in complete form. If
retransmission is necessary, the complete load is retransmitted.

20.5 Command Database Requirements

TBD
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20.5.1 Command Definition

TBD

20.52 Unique Command Structures

None have been identified for MOPITI’.

20.5.3

TBD

20.5.4

TBD

20.5.5

TBD

20.5.6

TBD

Activity Definitions (EOC Command Management)

Stored Command Sequences (EOC Command Management)

Real-lime Command Sequences (EOC)

Utilization Constraints
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30 TELEMETRY PROCESSING REQUIREMENTS

Specific requirements for the processing of real-time MOPITT telemetry data are
understood to be as follows:

30.1 Decommutation Requirements

All telemetry required by the EOC to support instrument early orbit operation and
activation are assumed to be defined in the I&T databases to be transferred to the
EOC.

30.1.1 Engineering Telemetry Format

MOPI’IT telemetry formats are TBD.

30.1.2 Science Telemetry Format

MOPI’IT telemetry formats are TBD.

30.2

TBD

30.3

TBD

30.3.1

TBS

30.3.2

TBD

Derived Function Generation Requirements

Status Determination Requirements

Mode Definition

Event/Mode-Change Detection
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30.4 Uplink Verification Requirements

TBD

30.4.1 Command Verification

TBD

30.4.2 Microprocessor Load Verification

MOPITT microprocessor load transmissions are verified by the FOT with a check
sum or TBD method.

The MOPI’IT PI verifies microprocessor loading in the instrument. (TBD)

30.5 Health and Safety Monitoring Requirements

MOPITT health and safety are monitored by the FOT. The MOPITT PI identifies
critical instrument health and safety parameters along with their limits. The
MOPI’lT PI may monitor MOPI’IT health and safety at his facility if desired.

30.5.1 Limit Check Requirements

TBD

30.5.2 Alarm Requirements

Alarms are required when yellow or red limits are reached. Other conditions are
(TBD).

30.6 Display Generation Requirements

TBD

30.6.1 Parameter Calibration

TBD
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30.6.2

TBD

30.6.3

TBD

30.6.4

TBD

30.7

TBD

30.7.1

TBD

30.7.2

TBD

30.7.3

TBD

30.7.4

TBD

30.7.5

TBD

CRT Page Display

Strip-Chart Recorder Displays

Hardcopy Outputs

EOCTelemetry Database Requirements

Telemetry Function Definition

Derived Function Definition

Mode/Event Definition

Limit Check Thresholds

MOPITT IFOU
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30.7.6 Command Verification Criteria

TBD

30.7.7 Display Definition

TBD

30.7.8 Calibration Parameters

TBD
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40 OPERATIONAL ACTION REQUIREMENTS

Speafic MOPITT requirements for operational action under specified conditions are
understood to be as follows:

40.1 Contingency Action Requirements

TBD

40.1.1 Emergency Power-Down

The emergency power down sequence for MOPITT is TBD.

40.1.2 Limits/Alarm Reaction

Out-of-limits conditions are reported to the MOPI’IT Principal Investigator. Out of
limit conditions are (TBD).

40.1.3 Spacecraft Safe Mode (SCC running)

TBD.

40.1.4 SCC Halted

TBD

40.1.5 Other On-Board Processors Halted

TBD

40.1.6 Uplink Transmission Failuxe

TBD

40.2 Preactivation Requirements
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40.3 Spacecraft Maneuver Accommodation

The pkm for MOPITT operation during Spacecraft maneuvers is TBD.

40.3.1 Orbit Adjust

TBD

40.4 Alignment/Calibration Requirements

TBD

40.5 Special Observation Requirements

TBD
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50 PLANNING AID REQUIREMENTS

A standard set oforbital parameters and selected orbital events is generated bythe
FDF and transferred to the EOC (and TBD) where the MOPITT PI can access the data
for planning purposes and for use in the generation of any additional unique
planning aids required. The accuracy of the data is TBD (the best possible).

The following are example summaries of the long term and short term data to be
provided. The actual data to be selected for MOPITT use is TBD. Details associated
with these TBD parameters are defined in TBD.

50.1 Parameter Definition

TBD

50.1.1 Long Term

The long term aids to be used by MOPITT are TBD.

The following is an example summary of long term aids:
EOS-AM Orbital Characteristics

:

c.
d.
e.
f.

g“

Brouwer mean orbital elements
Solar beta angle
Direction of S/C flight
Local mean Sun time
S/C ascending node
Length of TBD day and night
Length of S/C day and night

Ephemeris:
a. Solar
b. Lunar
c. Planetary

Star Catalog
a. Ascending Node Prediction
b. Longitudinal spacing and precession rate.

Solar Eclipse predictions.
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50.1.2 Short Term

The short term aids to be used by MOPITT is TBD.

The following is an example summary of short term aids:

:

c.
d.

Spacecraft ephemeris
Brouwer mean orbital elements.
Predicted Orbit Adjust time
Solar Eclipse predicts.

Orbital Events

:

c.
d.
e.
f.
g“
h.
i.

Ascending and descending node
Spacecraft nadir sunrise and sunset terminator crossing

Terminators (both) for TBD degree line of sight at TBD altitude
South Atlantic Anomaly entrance and exit.
Sunset and Sunrise at TBD altitude.
Yaw and elevation angle to sun TBD-seconds before sunset
Yaw angle to sun at sunrise for TBD altitude.
Grazing sunrise begin/sunset end event
Grazing sunrise end event

Solar Beta Angle.

50.2 Parameter Specifications

The MOPITT unique specifications

50.2.1

TBD.

50.2.2

TBD.

Information Accuracy

Data Precision

for planning aid parameter are TBD
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50.2.3 Data Frequency

TBD.

50.3 Information Handling Requirements

The MOPI’TTPI accesses planning and scheduling tools via his 1ST.Details are TBD.

50.3.1 Format

Standard IST/EOC interface file format is TBD.

50.3.2 Packaging

Standard (i.e., timeannotated date file) is TBD.

50.4 Access Timeline Requirements

MOPITT accesses planning and scheduling aid data on a TBD basis.

50.4.1 Lead ‘lIrne

TBD (i.e., long term parameters consistent with long-term science planning
schedule; short-term parameters TBD days/hours beforehand).

50.4.2 Retention

TBD (i.e., long term parameter projections throughout mission, short-term
parameters until current).
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60 SPECIAL ACTIVATION REQUIREMENT

Specific requirements for activation of MOPITT are understood to be as follows:

60.1 Commanding Requirements

Commands required for activation and normal operations are predefined in the
database (I&T and EOC).

60.1.1 Special Command Sequences

At least TBD command sequences are required for the initial activation checkout
steps planned for MOPITT.

60.1.2 Special Command Constraints

The EOC TBD mode transmission are used for all MOPITT commands not defined
in the database.

60.1.3 Real-time Command Generation

There are TBD special real-time command generation requirements for MOPITT
activation. All normal real-time command generation capabilities (defined in 20.4)
are required.

60.1.4 Special Command Transmission Requirements

TBD.

60.2 Telemetry Processing Requirements

TBD

60.2.1 Special Telemetry Formats

There are no special telemetry formats identified for MOPITT.

MOPllT IK)U IWminmy 97 8/23/93



20043116

26 August 1993
--

60.2w2 Special Processing Functions

TBD

60.2.3 Special Processing Parameters

TBD

60.2.4 Speaal Displays

MOPI’IT science functions are to be displayed in TBD.

60.2.5 Strip Chart Recorder
TBD

60.3 Remote Support Coordination Requirements

TBD

60.3.1 Quick-look Playback Handling

Access to quick-look data is provided via the TBD.

60.3.2 Voice Communications

Voice communications are required between MOPHT activation position within
the EOC and the MOPITI’ remote terminal facility throughout MOPI’IT activation.

60.4 Facility Requirements

The MOPI’TT PI requires access to TBD standard instrument activation position
within the EOC, and standard offic~type working space and services for a TBD
activation staff.
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APPENDIX VII

70 ABBREVIATIONS and ACRONYMS

ACE .......................................... Attitude Control Electronics
ADAC ...................................... Attitude Determination and Control
APID ........................................ Application Process Identifier
ARc ......................................... Ames Research Center
ARIA ........................................ Advanced Range Instrumented Aircraft
ASTER ..................................... Advanced Spaceborne Thermal Emission and

Reflection
ATC .......................................... Absolute lime Command

BDD .......................................... Baseline Description Document
BDU ......................................... Bus Data Unit

C&DH ...................................... Command & Data Handling
CADU ...................................... Channel Access Data Unit
CCSDS ..................................... Consultative Committee For Space Data Systems
CERES ...................................... Clouds and Earths Radiant Energy System
CLTU ........................................ Command Link Transmission Unit
CMD ......................................... Command
COMM ..................................... Communications Subsystem
CSMS ....................................... Communication and System Management Segment
cm ........................................ Command and Telemetry Interface Unit
C&T .......................................... Command and Telemetry

DAA ......................................... Data Acquisition Assembly
DAAC ...................................... Distributed Active Archive Center
DADS ....................................... Data Archive and Distribution System
DAR ......................................... Data Acquisition Request
DAS .......................................... Direct Access System
DB .............................................. Direct Broadcast
DCU ......................................... Data Control Unit
DDL ........................................... Direct Downlink
DMU ........................................ Data Memory Unit
DP .............................................. Direct Playback
DSN ......................................... Deep Space Network

ECOM ...................................... EOS Communication Network
ECS ........................................... EOSDIS Core System
EDOS ........................................ EOS Data and Operations System
EDU .......................................... Error Detection and Correction Data Unit
EOC ............................................. EOS Operations Center
EOS ........................................... Earth Observing System
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EOS-AM .................................. Earth Observing System -10:30 descending node orbit
EOSDIS .................................... EOS Data and Information System
EPS ........................................... Electrical Power System
ESDIS ....................................... Earth Science Data and Information System
ESN .......................................... ESDIS Science Network

FDF ........................................... Flight Dynamics Faality
FDIR ......................................... Failure Detection, Isolation and Recovery
FIFo ......................................... First In First Out
FOS ........................................... Flight Operations Segment
FOT .......................................... Flight Operations Team
FOV .......................................... Field of View
FPSG ........................................ Flight Planning and Scheduling Group

GIIS .......................................... General Instrument Interface Specification
GN ............................................ Ground Network
GN&CS ................................... Guidance, Navigation and Control Subsystem
GSFC ........................................ Goddard Space Flight Center

HGA ......................................... High Gain Antenna

I&T ......................................... Integration and Test
ICC ............................................ Instrument Control Center
ICD ........................................... Interface Control Document
IFou ........................................ Instrument Flight Operations Understanding
IMs ........................................... Information Management System
ET ............................................ Instrument Support Terminal
IWG ......................................... Investigator Working Group

JPL ............................................ Jet Propulsion Laboratory

Kbps ......................................... Kilobits per Second
KSA .......................................... Ku-Band Single Access

LTIP .......................................... Long Term Instrument Plan
LTSP ......................................... Long Term Science Plan

Mbps ........................................ Megabits per Second
MISR ....................................... Multi-angle Imaging Spectro Radiometer
MO&DSD ................................ Mission Operations and Data Systems Directorate
MODIS ..................................... Moderate Resolution Imaging Spectrometer
MOM ....................................... Mission Operations Manager
MOPITT .................................. Measurements of Pollution in the Troposphere
MSFC ....................................... Marshall Space Flight Center
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NASA ...................................... National Aeronautics and Space Administration
NASCOM ............................... NASA Communication Network
NCC ......................................... Network Control Center
NIR .......................................... Near Infrared
NSI ........................................... NASA Science Internet

l?/B ........................................... Playback
PGS ........................................... Product Generation System
PI ............................................... Principal Investigator
PSCN ....................................... Program Support Communications Network

R/T ........................................... Real-Time
........................................ Random Access Memory

ROM ........................................ Read only Memory
Rs ............................................ Reed-Solomon
RTCS ........................................ Relative Time Command Sequence

Scc ........................................... Spacecraft Controls Computer
SCF ........................................... Science Computing Facility
SDF ........................................... Software Development Facility
SDPS ........................................ Science Data Processing Segment
SCT ........................................... Stored Command Table
SFE ........................................... Science Formatting Equipment
SMA ......................................... S-Band Multiple Access
SMC ......................................... System Management Center
SN ............................................ Space Network
SSA ........................................... S-Band Single Access

-,- SSR ........................................... Solid State Recorder
STGT ........................................ Second TDRSS Ground Terminal
SWIR ....................................... Short Wave Infrared

TBD .......................................... To Be Determined
TBR .......................................... To Be Reviewed
TBs ........................................... To Be Supplied
TDRS ....................................... Tracking and Data Relay Satellite
TDRSS ..................................... Tracking and Data Relay Satellite System
TL ............................................. Team Leader

......................................... Telemetry
TMON ..................................... Telemetry Monitor
TOD .......................................... Time-of-Day
TONS ....................................... TDRSS Onboard Navigation System
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Usccs ..................................... User Spacecraft Clock Calibration System
UTc .......................................... Universal Time Code

VCID ........................................ Virtual Channel Identifier
VCDU ...................................... Virtual Channel Data Unit
VNIR ....................................... Visible and Near Infrared

WOTS ...................................... Wallops Orbital Tracking Station
WSGT ...................................... White Sands Ground Terminal
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PURPOSE
--

l%e Mechanical Interface Control Drawing (MICD) Tables, 20008852, when executed, in conjunction with
the MICD Drawing, 20008851, represent an agreement of the detailed implementation of the mechanical
interface between the Earth Observing System (EOS) AM Spacecraft and the Measurement Of Pollution
In The Troposphere (MOPIJT) instrument. These two drawings, together with Thermal Interface Control
Drawing (TICD), 20008853; the Electrical Interface Control Drawing (EICD) Schematic, 20008854; EICD
Tables, 20008855; Integration and Test Interface Control Drawing (l&T ICD), 20008856; and Command
and Telemetry Interface Control Drawing (C&T ICD), 20008857; describe the details of the interfaces
between the EOS-AM Spacecraft and MOPllT. The top-level instrument Interface Control Drawing
(lCD), 20008850, provides the instrument ICD tree and revision status for all sub-tier instrument ICDS.

SCOPE

The MICD Tables in conjunction with the MICD Drawings contain information necessary to develop the
spacecraft configuration, for structural and mechanical studies, and during l&T for verification of
installation and alignment. The MICD Tablesdescribe the instrument mass properties; mechanisms; finite
element model (FEM); flight and launch accountability kit items; and alignment data. The MICD Drawing
contains the instrument component outline drawings; science and calibration fields of view; mounting,
electrical, and thermal hardware definition; and instrument ground support equipment attachment.

size CodeM@ No.

A 49671 20008852

sheet 2



Approval Signatures

IN ADDITION TO ECN AND CCB APPROVALS,
ALL CHANGES ON THIS DRAWING SHALL HAVE THE APPROVAL AND THE FULL AGREEMENT OF THE

PARTIES LISTED BELOW.

REV Spacecraft Date Instrument Date Instrument Date Principai Date

Program Office Program Office Contractor investigator

(signature on file) 8/25193
M. Kavka R. Coney J. Dorey J. Drummond

1’
I



‘L

Table of Contents

SwQn
.

Ie

PURPOSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SCOPE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Approval Signatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MICD TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Sheet

2

2

3

11

Size Code Ideni No.

A 49671 20008852

ASD-EW 2051 3-S9



.1

~

1

2a-1
2a-2
2b-1
2b-2
2G1

2C-2

2d-1

2d-2

2*1

2f-1
29-1
2g-2
2h-1
2h-2
3

List of Figures ‘-

Sheet

Coordinate System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Pressure Modulation Cell Torque versus Time Profile . . . . . . . . . . . . . . . . . . . . . . .
Pressure Modulation Cell Linear Force versus Time Profile . . . . . . . . . . . . . . . . . .
Length Modulation Cell Torque versus 7ime Profile . . . . . . . . . . . . . . . . . . . . . . . . .
Length Modulation cell Angular Momentum Profile . . . . . . . . . . . . . . . . . . . . . . . . .
Scan Motor Drive Mechanism Torque versus Time Profile . . . . . . . . . . . . . . . . . . .
Scan Motor Drive Mechanism Angular Momentum Profile . . . . . . . . . . . . . . . . . . .
Chopper Torque versus Time Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Chopper Linear Force versus lime Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Stirling Cycle Cooler Compressor Torque and ILnear Force Characteristics . . . .
Stirling Cycle Cooler Displacer Torque and Linear Force Characteristics . . . . . .
Earth Port Cover Torque versus Tme Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Earth Port Cover Angular Momentum Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Space Port Cover Torque versus lime Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Space Port Cover Angular Momentum versus Tme Profile . . . . . . . . . . . . . . . . . .
Location of mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

Size Oode Ickmi No.

A 49671 I 20008852

I I Istmei 5
I

ASD-EW 2051 3-S9



List of Tables
--

Ie No.

I
Ha
Ilb
ills
Mb
Ilc
Ild
Ile
Ilf
Ilg
Ilh
Iv
v
VI
Vll
Vlll

mb Sheet

Origin Reference Coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Mass Properties -Launch [/Stowedl Configuration . . . . . . . . . . . . . . . . . . . . . . . . . 13
Mass Properties - On-Orbit Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Mechanism Characteristics - Pressure Modulation Cells . . . . . . . . . . . . . . . . . . . . 15
Mechanism Characteristics - Length Modulation Cells . . . . . . . . . . . . . . . . . . . . . . 16
Mechanism Characteristics - Scan Motor Drive Mechanisms . . . . . . . . . . . . . . . 17
Mechanism Characteristics - Chopper Mechanisms . . . . . . . . . . . . . . . . . . . . . . . 18

Mechanism Characteristics - Stirling Cycle Cooler Compressors . . . . . . . . . . . . 19
Mechanism Characteristics - Stirling Cycle Cooler Displacers . . . . . . . . . . . . . . . 20
Mechanism Characteristics - Earth Port Cover . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Mechanism Characteristics - Space Port Cover . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Finite Element Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
MOPITT Flight Items . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Launch Accountability Kit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Alignment Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Reference Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Size Code ktent No.

A 49671 20008852

sheet 6



IIEM’ SEGnQ!N

TBD 001 Figure 1

TBD 002 Table I

TBD 004 Table Ila

TBD 006 Table Ila

TBD 008 Table Ills

TBD 009 Table Ills

TBD 010 Table Ills

TBD 014 Table Illb

TBD 015 Table Illb

PAGE

11

11

13

14

15

15

15

16

16

-—

TBD LOG

SUBJECT RESPONSIBLE D!lf!E

Launch Vehicle Coordinate System

Launch Vehicle Coordinates of MOPITT

Mass Properties- Launch Configuration
Inertia Matrix Resolution

Mass Properties-0n4rbit Configuration
Inertia Matrix Resolution

Mechanism Characteristics- Pressure
Modulation Cells- NIS of RotWlon

Mechanism Characteristics- Pressure
Modulation Cells- Inertia

Mechanism Characteristics- Pressure
Modulation Cells- Maximum Impulse

Mechanism Characteristics-Length
Modulation Cells- Inertia

Mechanism Characteristics-Length
Modulation Cells- Maximum Impulse

MMC

MMC

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

Launch Vehicle
An;o;:c&w;:

Launch Vehicle
Announcement

+ 26 Weeks

MOPllT PDR
+ 3 Weeks

MOPITT PDR
+ 3 Weeks

MOPllT PDR
+ 3 Weeks

MOPllT PDR
+ 3 Weeks

MOPllT PDR
+ 3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

Size Code kid No.

A 49671 I 20008852

Sheet 7
ASO-EW 2051 349



nEMsEmQN

TBD018 Table Illc

TBD 021 Table Illd

TBD 023 Table Illd

TBD 025 Table Ille

TBD 026 Table Hlf

TBD 027 Table Illg

TBD 028 Table Illh

TBD 029 Figure 2a-1

TBD 030 Figure 2a-2

TBD 031 Figure 2b-1

TBD 032 Figure 2b-2

TBD 033 Figure 2c-1

TBD 034 Figure 2c-2

PAGE

17

18

18

19

20

21

22

23

24

25

26

27

28

--

TBD LOG

SUBJECT RESPO SIBLEN WE

Mechanism Characteristics-Scan Mirror
Meohanisms-Maximum Impulse

Mechanism Characteristics-Chopper
Mechanisms-Axk of rotation

Meohanism Characteristics-Chopper
Mechanisms-Maximum Impulse

Meohanism Characteristics-Stir[in Cycfe
+Cooler Compressors-Majority of ablee

Mechanism Characteristics-Stirling Cyole
Cmler Displacers-Majority of Tablee

Meohanism Characteristics-Earth Port
Cover - Majority of Tables

Mechanism Characteristics-Space Potl
Cover - Majority of Tablee

Pressure Modulation Cell Torque Versus
Tme Profilee

Pressure Modulation Cell Angular
Momentum Versus Tme Profilee

Length Modulation Cell Torque Versus
Time Profilee

Length Modulation Cell Angular
Momentum Versuslime Profilee

Scan MirrorTorque Versus
Time Profilee

Scan Mirror Anaular Momentum Versus
Time Profilee “

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

COM DEV

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPITT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPITT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

MOPllT PDR
+3 Weeks

● Where the majority of the table information isTBD, theentiretable has been identified asTBD in the table
title. Table information w“IIbe filled in as it becomes available.

Size code Ident No.

A 49671 20008852

ASO-EW 2051 3-S9



IIEMSEGIIQM

TBD 035 Figure 2d-1

TBD 036 Figure 2d-2

TBD 037 Figure 2-1

TBD 038 Figure 2e-2

TBD 039 Figure 2f-1

TBD 040 Figure 2f-2

TBD 041 Figure 2&l

TBD 042 Figure 29-2

TBD 043 Figure 2h-1

TBD 044 Figure 2h-2

TBD 045 Table V

TBD 046 Table VI

TBD 047 Table Vll

PAGE

29

30

31

32

33

34

35

36

37

38

40

41

42

--

TBD LOG

SUBJECT RESPONSIBLE DUE

Chopper Torque Versus Tme Profile

Chopper Linear Force Versus
Tme Profile

Stirling Cycle Cooler Compressed
Torque Versus Frequency Profile

Stirling Cycle Cooler Compressed
Linear Force Versus Frequency Profile

Stirling Cycle Cooler Displacer
Torque Versus Frequency Profile

Stirling Cycle Cooler Displacer
Linear Force Versus Frequency Profile

Earth Port Cover Torque Versus lime
Profile

Earth Port Cover Angular Momentum
Versus Tme Profile

:~~ Port Cover Torque VerxwsTme

Space Port Cover Angular Momentum
Versus Tme Profile

MOPllT Flight Items- Entire Table

Launch Accountability Kit - Entire Table

Alignment Data - Entire Table

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOP17T PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV MOPilT PDR
+ 3 Weeks

COM DEV MOPllT PDR
+ 3 Weeks

COM DEV & MMC
MOPllT PDR + 3 Weeks

● Where the majority of the table information isTBD, the entire table has been identified asTBD in the table
title. Table information will be filled in as it becomes available.

Size

I

Code Ident No.

A 49671 I 20008852

I I Isheet 9

ASO-EW 2051 3-W



TBR LOG
--

JTEM

TBR 00<

SEGI!QMEAGE

Table Ila 13

TBR 002 Table Ila 14

SUBJEC T ~SPONSIBL~ DUE

Mass Properties-Launch Configuration COM DEV MOPllT PDR
Center of Mass& Inertia Matrix + 3 Weeks

Mass Properties-On-Orbit Configuration COM DEV MOPITT PDR
Center of ‘Mass &lnertia Matrix - + 3 Weeks

-.
Size Code Ident No.

A 49671 20008852

ASD-EW 2051 349



I
1.

2.

3.

4.

5.

6.

7.

8.

MICD TABLES =—

The relationship among the instrument, spacecraft, and launch vehicle coordinate
systems is shown pictorially in Figure 1.

The conversion among coordinate systems at the instrument origin is shown in Table 1.

Launch and on-orbit configuration mass propetiies are shown in Tables Ila and Ilb.

The MOPllT mechanisms are listed below. Mechanism characteristics are provided
in Table Ill. Corresponding torque, linear force versus time, and angular momentum
profiles are provided in the Figure 2 identified by the same lowercase alpha character.

a. Pressure Modulation Cells
b. Length Modulation Cells
c. Scan Mirror Mechanisms
d. Chopper Mechanisms
e. Stirling Cycle Cooler Compressors
f. Stirling Cycle Cooler Displacers
g. Earth Port Cover
h. Space Port Cover

The finite element model which will be used by both the Instrument and Spacecraft
Providers is identified in Table IV.

The instrument and associated spacecraft flight items are listed in Table V.

The contents of the launch accountability kit are identified in Table VI for both flight and
non-flight items.

The launch accountability kit contains each item not installed prior to shipment to the
launch site and which must be installed before flight. Space is allocated for each item
which must be removed before flight. Thus the launch accountability kit provides the
means to verify that all items which must be installed before flight have been installed
and all items which must be removed before flight have been removed.

The alignment offset among the instrument boresight, all alignment cubes, and the
instrument and drill templat; mounting plane and h~le pattern-is shown in Table W.
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)(M(’Jpl~
%pacecraft
(TBD 001) Launchvehi~le

yMopl~

YSpacecraft
(TBD 001 ) bunch vehicle

zMop~
%acecraft
(TBD 001 ) @Un~hvehicle

Figure 1. Coordinate System

Table L Origin Reference Coordinates

Local
Coordinate Coordinates (mm)

System

MOPllT )( MOpl~=O.()() YMopl~=o.oo zMOP[~=O.00
(See Note 1)

Spacecraft x~c = + 252.15 y~c = +85.90 zs/c = + 84.00
(See Note 1)

Launch xL~””~ v=hid== y~””~ v~hid== z~””dl v=hi&=
Vehicle (TBD 002) (TBD 002) (TBD 002)

w
1. See 20008851, Sheet 1 for location of instrument origin. The location of the

instrument origin is measured with respect to the WC origin.
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Table Ila. Mass Properties- Launch/Stowed Configuration
(TBROO1) (See Note 2) -

~
I m

I I x=- 460.40

164 I 100 E

I

Y = -436.24

Z = 120.09

Estimated
Inertia Matrix (kg+n~ + (TBD 004 )Yo

(See Notes 3 &5)

11~= 11.21 Ixy = 0.09 l== -0.41

IIyx= 0.09 Iyy = 17.53 In= 0.00

~Izj(= -0.41 In= 0.00 IZZ. 23.17

2. Launch/stowed configuration mass properties as of 7/14/93

3. Mass, center of mass, moments of inertia, and products of inertia
in launch/stowed configuration at end of life are the same as in
launch/stowed configuration at beginning of life. The center of
mass, moments of inertia and products of inertia include the 6.13
Kg coldplate. The mass specified is the mass of the instrument
alone.

4. Center of mass is specified with respect to instrument origin.

5. Instrument moments and products of inertia are specified about
axes parallel to the instrument axes and passing through the
instrument center of mass.

size Code Ident No.
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Table Ilb. Mass Propeties - On4rbit Configuration
(TBROO1) (See Note 6)

Mass (%) Estimated
(kg) (Estimated Center of Mass

(See Note 6) (C)aicuiated (mm)
(M)easured (See Notes 4 &7)

f
x= -460.40

184 100E Y = -436.24

Z = 120.09

Estimated
inertia Matrix (kg+r?) * (TBD 006)9’o

(See Notes 5 &7)

?335
Notes:

6. On-orbit (all doors deployed) configuration mass properties as of
7/14/93

7. Mass, center of mass, moments of inertia, and products of inertia
in on+rbit configuration at end of life are the same as in on-orbit
configuration at beginning of life. The location of the on+rbit
center of mass is within a 5mm radius of its location. The center
of mass, moments of inertia and products of inertia include the
6.13 Kg coidplate. The mass specified is the mass of the
instrument alone.

\
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Table Ills. Mechanism Characteristics - Pressure Modulation Cells

Location See Figure 3

Operation Continuous with a linear motion along
the instrument X axis. There are two
pressure modulation cells and pressure
modulation is achieved by the two
pistons moving in opposition with each
other along a common axis. PMC 1
oscillates at 42 Hz and PMC 2 oscillates
at 52 Hz.

Mass being moved (kg) (M).easunxI, (c)ablated, (Estimated 0.030 (Each Cell) C

Axis of linear motion (with respect to Along the instrument X axis
instrument origin (mm)

PMC 1 x= 524
Center of mass (mm) Y= 29 c
(with respect to instrument origin) z= 139
[M)easured, (C)alculeted, (Estimated

PMC 1
Axial force - [Along the X axis] (N) 0.02

PMC 2 )(. 524
Center of mass (mm) Y= 608 c
(with respect to instrument origin) z= 139
[M)easured,(Calculated,(Estimated

PMC 2
Axial force - [Along the X axis] (N) 0.17

Inertia (kg-m2) Along the X axis (TBD 009)

Maximum Impulse (N-m-sac) (TBD 010)

Finite Element Model Node Numbers 396412-396413

Mechanism profiles See Figures 2a-1 &2a-2

\
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Table Illb. Mechanism Characteristics - Length Modulation Cells

Location

Operation Continuous rotation about the
instrument Y axis. There are four length
modulation cells arranged in two
counter rotating pairs. Each LMC is
rotating at 690 rpm + 30 rpm.

Mass being moved (kg) (M)eSSUKXI, (C)akxdated, (Estimated 0.250 (Each Cell) C

Axis of rotation (with respect to instrument About instrument Y Axis
origin (mm)

LMC 1 x= 421
Center of mass about point of rotation (mm) Y= 162 C
(with respect to instrument origin) Z= 89
(M)easured, (C)aloulated, (E)sthatsd

LMC 2 x= 421
Center of mass about point of rotation (mm) Y= 473 c
(with respect to instrument origin) Z= 89
[M)eaaurect, (C)aloulatad, (E)stimsted

LMC 3 465
Center of mass about point of rotation (mm) t: 162 C
(with respect to instrument origin) z= 235
(M)essured, (Calculated, (E)StiMStSd

LMC 4 x= 524
Center of mass about point of rotation (mm) Y= 473 c
(with respect to instrument origin) z= 235
[M)essured, (C)aloulated, (E)atimsted

nertia (kg+n2)( with respect to axis of rotation) (TBD 014)

Vlaximum Impulse (N+n-see) (TBD 015)

~inite Element Model Node Number 396410-396411

Vlechanism profiles See Figures 2b-1 & 2b-2
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Table Inc. Mechanism Characteristics 4can Motor Drive Mechanisms

Location See Figure3

Dperation There are 4 scan motor drive
mechanisms. Each mechanism
consistsofa mirrorand a steppermotor.
In scanning mode, the mirrors rotate
about the X axis through3.6 degrees
every 0.4 sees for 14 steps in one
direction, then 15 steps in the reverse.
For calibration the mirrors rotate
through 1 turn in 1 second
approximately twice per hour.

Mass being moved (kg) (M)*uM, (C)akdatad (Estimated 0.140 (Each Mkror) C

Axis of rotation (with respect to instrument Aboutthe instrumentX axis
wigin (mm)

Scan Mirror 1 )(. 762
Center of mass about point of rotation (mm) Y= 151 c
[with respect to instrument origin) z= 267
M)easured, (C)akulatad, (E)stimatad

Scan Mirror 2 )(. 762
center of mass about point of rotation (mm) Y= 485 c
[with respect to instrument origin) z. 139
M)aasurad, (C)alcuiatad, (Estimated

scan Mirror 3 )(. 891
Center of mass about point of rotation (mm) Y= 151 c
[with respect to instrument origin) z. 139
M)aaeured, (C)alculatad, (E)stinvded

scan Mirror 4 )(. 891
Center of mass about point of rotation (mm) Y= 485 c
[with respect to instrument origin) z. 267
M)easureci, (C)aloulated, (E)stirnated

Inertia (kg-m2)( with respect to axis of rotation) 52.5 x 1V (per mirror)

Maximum Impulse (N-rn-see) (TBD 018)

Finite Element Model Node Number 396421~96422

Mechanism profiles See Figures 2c-I & 2c-2

Size Coda Ident No.
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Table Illd. Mechanism Characteristics- Chop~Mechanisms

Location See Figure 3

Operation The Choppers are a pair of vibrating
vanes moving in opposition to chop light
rays entering the aperture of the LMC.

Mass being moved (kg) (M)aawd, (C)atilatd, (E)stimatad 0.0016

Axis of rotation (with respect to instrument About the X axis
origin) (mm)

Chopper 1 x= 600
Center of mass about point of rotation (mm) Y= 123 c
(with respect to instrument origin) z= 267
[M)easurad, (C)alcuhted, (E)Sti171dd

Chopper 2 x= 600
Center of mass about point of rotation (mm) Y= 513 c
(with respect to instrument origin) z= 139
[M)aasu~,(C)alcuiated,(E)stimstad

Chopper 3’ 662
Center of mass about point of rotation (mm) ;: 123 c
[with respect to instrument origin) z= 139
:M)aasurad,(C)akulatad,(E)stimatad

Chopper 4 x= 662
Center of mass about point of rotation (mm) Y= 513 c
[with respect to instrument origin) z= 267
‘T4)easurad, (C)alculatad, (E)stimatad

Inertia (kg+n2)( with respect to axis of rotation) 78.40 X 10-11

UlaximumImpulse (N+n-see) (TBD 023)

Finite Element Model Node Number 396425

Mechanism profiles See Figures 2d-1 & 2d-2
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I Table Ille. Mechanism Characteristics-Stirling Gycle Cooler Compressors
(TBD 025)*

Location See Figure 3

t)peration There are 2 Stirling Cycle Coolers that
operate continuously. To minimize
vibration the coolers are operated so
that the moving pistons of the
compressors are phased to offset each
other. This is accomplished by the
compressors for the two Stirling coolers
being aligned along a common axis and
move in opposition to each other, thus
canceling the momentum imbalance.

hhSS being moved (kg) (MMW.Jd, (C)akdated, (Estimated 0.165 Each Compressor C

Wirling Cycle Cooler #1 Compressor x= 207
Center of mass (mm) Y= 217
[with respect to instrument origin) z= 93
M)easurad, (C)alouiated, (E)stimatad

Stirling Cycle Cooler #2 Compressor 207
Zenter of mass (mm) t: 418
[with respect to instrument origin) z= 93
M)easud,(C)akulatad,(E)siimatsd

Inertia (kg-rn~( with respect to axis of rotation)

Maximum Impulse (N+n-see)

%’iite Element Model Node Number 396416-396417

UlechanismProfiles See Figures 2-1 &2-2

Notes:

● Where the majority of the table information is TBD, the entire table has been
identified as TBD in the table title. Table information will be filled in as it becomes
available.
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Table Illf. Mechanism Characteristics - Stiriing Cycie Cooier Dispiacem
(TBD 026~ ‘

Location See Figure 3

Dperation There are 2 Stirling Cycle Coolers that
operate continuously. To minimize
vibration the coolers are operated so
that the moving pistons of the of the
displacers are also phased to offset
each other. This is accomplished by the
displacers for the two Stirling coolers
being aligned along a common axis and
move in opposition to each other, thus
canceling the momentum imbalance.

Vlassbeing moved (kg) (M)~uti, (c)a~latd, (Extinwd Each Displacer C

Hiriing Cycie Cooier #1 Dispiacer. X=31 6
center of mass (mm) Y=214
[with respect to instrument origin) Z=195
M)aaaurad, (C)alculatad, (E)stimatad

Hiriing Cycie Cooier #2 Dispiacer: X=316
Genterof mass (mm) Y=423
~withrespect to instrument origin) Z=l 95
M)swwecJ, (C)alculatad, (E)StiMdd

nertia (kg+n~( with respect to axis of rotation)

Wximum impuise (N+-see)

Finite Eiement Modei Node Number 396418-396417

UlechanismProflies See Figures 2f-1 & 2f-2

Notes:

* Where the majority of the table information is TBD, the entire table has been
identified as TBD in the table title. T~le information will be filled in as it becomes
available.
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Table Illg. Mechanism Characteristics- Earth Port Cover
(TBD 027 ~

Location See Figure 3

Operation intermittent operation during tum+n or
transition to and from survival mode.

Mass being moved (kg) (M)eiwIti, (c)a~ataci, (E)drnatad 0.165

Axis of rotation Y axis

Center of mass about point of rotation (mm) x=
(with respect to instrument origin) y=
(M)aaaurad,(G)alculatad,(E)stimatad z=

inertia (Kg+’nz)

Maximum impuise (N-m-see)

Cycie duration (See) 15

Finite Eiement Modei Node Number 396185-396294

Mechanism Profiies See Figures 29-1 t%29-2

Notes:

● Where the majority of the table information is TBD, the entire table has been

identified as TBD in the table title.
available.

Tkdie information will be filled in as it becomes

r
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Table Illh. Mechanism Characteristics- Spacc@ort Cover
(TBD 028~

Location See Figure3

Operation Intermittent operation during turn-on or
transition to and from suwival mode.

Mass being nlOVed (kg) (M)aaeurad, (C)atiiatd, (Estimated

Axis of rotation X axis

Center of mass about point of rotation (mm) x=
(with respect to instrument origin) Y=
(M)eaeured, (C)alwlata4 (E)etimatad z.

inertia (Kg-m?

Maximum impuise (N+n-see)

Cycie duration (See) 15

Finite Eiement Modei Node Number 396295496398

Mechanism Profiies See Figures 2h-1 & 2h-2

Notes:

* Where the majority of the table information is TBD, the entire table has been
identified as TBD in the table title. T~le information will be filled in as it becomes

available.

Size

A
CodaIdent No.

49671 20008852
I

I 1sheet 22
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Figure

(TBD 029)

2a-1. Pressure Modulation Cell Torque versus Time Profile

A



(TBD 030)

Figure 2a-2. Pressure ModulationCell LinearForceversus Time Profiie
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(TBD 031)

Figure 2b-1. Length Modulation Ceii Torque versus Time Profiie
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Figure 2b-2.

(TBD 032)

Length Modulation Cell Angular Momentum Versus Time Profile

A



.21

N-m

1 n
Science Mode

n n
I

E:.gj.-.;m;s+_L:Ms ‘“. .
-.21 +

.21

m

AIA2 Repeated18X

N-m
~ 7.5 M,

A2

Calibration Mode

n
BIB2 Repeated25X

-H~ 7.5 M,

62

cl

,

7
ClC2Repeated 43X

_ 7.5 Ms

C2 I

..21imr30-: I::;,,,M,
IllPi@rd4=l %!!% %tor Drive Mechanism Torque versus Time Profiie

I

S-J(’- 35M



Df

(TBD 034)

Figure 2c-2. Scan Motor Drive Mechanism Angular Momentum Versus Time Profiie

A



/ ●

(TBD 035)

Figure 2d-1. Chopper Torque versus Time Profile



(TBD 036)

Figure 2d-2. Chopper Linear Force versus lime Profile



Parameter

Residual Force along X axis (N)

Frequency of Vibration

Fundamental Second
46 (I+z) Harmonic

92 (Hz)

0.1780 0.1780
N m

t ResldualForce along Y axis (N) I 0.1780 I 0.1780
1 m

I Residual Torque about X axis (N-m) I 0.0000 I 0.0000

NOTES:

8. MOPITT cooler configuration consists of BAe coolers with Imckeed drive electronics

Figure

Third
Harmonic
138 (l+z)

0.1780

0.1780

0.0000

0.0220

fl

2e-1. Stirling Cycle Cooler Compressor Torque and Linear Force Characteristics
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iii
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-B

Frequency of Vibration

Parameter Fundamental Second Third
46 (Hz) Harmonic Harmonic

92 (Hz) 138 (Hz)

Residual Force along X axis (N) 0.0180 0.0180 0.0180

ResidualForce along Y axis (N) 0.0180 0.0180 0.0180

Residual Torque about X axis (N+) 0.0000 0.0000 0.0000

Residual Torque about Y axis (N-m) 0.0008 0.0015 0.0005

NOTES:

9. MOPl~ cooler configuration consists of BAe coolers with Lockeed drive electronics

Figure 2f-1. Stirling Cycle Cooler Displacer Torque and Linear Force Characteristics

A



(TBD 041)

f’

Figure 2g-1. Earth Port Cover Torque versus Time Profile
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(TBD 042)

fl

Figure 2g-2. Earth Port Cover Anguiar Momentum Versus Time Profiie



(TBD 043)

Figure 2h-1. Space Port Cover Torque versus Time Profile



(TBD 044)

r’

Figure 2h-2. Space Port Cover Angular Momentum Versus Time Profile



(TBD 044)

Figure 3. Location of Mechanisms

(’
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Date

File name
(See Note 10)

Grid/ElemenV
Property and
Material
ID Range

Coordinate
ID Range

First Mode
Frequency (Hz)
(See Note 10)

Table IV. Finite Eiement Modei

1
Revision “1

Preliminary

April 7, 1993

(1) mopitt2fbd.blk
(2) mopittd2fbd.bIk

395001-399999

1026-1050

(1) 41.9 Hz
(2) 41.7 Hz

10. (1) Launch Model
(2) Deployed, on orbit model

Update

May 6, 1993

(1) mopittrx%bd.blk
(2) mopittrxd%bd.blk

395001-399999

1026-1050

(1) 41.9 Hz
(2) 41.7 Hz

11. Node numbers and descriptions for specific nodes in reduced
are as Follows:

finite element

Node Number
396421
396422
396400
396401
396402
396403
396404
396405
395006
395330
395349

Description
Scan Motor Drive #1
Scan Motor Drive #2
Optical bench Pt.#1 (Mirror 1)
Optical bench Pt.#2 (Mirror 2)
Optical bench Pt.#3 (Mirror 3)
Optical bench Pt.#4 (Mirror 4)
Optical bench Pt.#5
Optical bench Pt.#6
MOPllT/SC Interface #1
MOPllT/SC Interface #2
MOPllT/SC Interface #3

model

size Ooti IdeniNo.

A 49671 20008852

ASD-EW 2051 3-S9
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Table V. MOPl~ Flight items
(TBD 045)’

9

Item Part No. Suppiier Qty

Notes:

● Where the majority of the table information is TBD,. the entire table has been
identified as TBD in the table title. Table information will be filled in as it becomes
available.

\
Size Code Ident No.

A 49671 20008852

ASD-EW 2051 3-S9



Table V1. Launch Accountability Kit
(TBD 046~

Item Drawing # Flight Non-Flight

Notes:

* Where the majority of the table information is TBD, the entire table has been
identified as TBD in the table title. Table information will be filled in as it becomes
available.

A 49671

ASD-EW2051 3s



Table WI. Allgmnent Data
(TBD 047)*

—

Allgnment Offset (arc-second)
(see Note 9)

From TO ex ey I ez

Instrument Boresight Instrument Mounting Plane
and Hole Pattern

Instrument Boresight Instrument Alignment Cube Requirement Requirement Requirement
150 150 150

Actual Actual Actual

InstrumentAlignmentCube Drill Template Alignment Cube

Drill Template Alignment Cube Spacecraft Master Reference
Cube

Instrument Alignment Cube Spacecraft Master Reference
Cube

Spacecraft Master Reference Spacecraft Earth Frame of
Cube Reference

Instrument Boresight Spacecraft Earth Frame of Requirement Requirement Requirement
Reference 300 300 300

Actual Actual Actual

12.Entries are offsets between the nominal instrument and spacecraft axes as defined in Figure 1.

● Where the majority of the table information is TBD, the entire table has been identified as TBD in the table title. Table
information will be filled in as it becomes available.
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Table Vlll. Reference Documents

\
Document Number Date Document Title Source

* Table information will be filled in as required.

Size I CodeMMNo.

A 49671 20008852

Sheei 42
ASD-EW 2051 3-S9


