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Preface

This draft PGS Requirements Specification will be a living document until a final version is delivered to NASA and
the ECS scientific community in October, 1993. The purpose of this draft is to solicit comments from the
community. The initial Toolkit requirements were derived from a NASA study (The PGS Toolkit Study Report,
VI .9, NASA-ESDIS, received May 7, 1993) and from the Functional and Performance Requirements Specification
for the EOSDIS Core System (NAS5-60000). A preliminary draft of the present document was delivered for review
to the NASA ESDIS Project office and investigator teams in late June, 1993. Refinements were made to the
preliminary draft based upon reviews and consultations with the NASA ECS Project, the AIRS, ASTER, CERES,
LIS, MISR, MODIS, and MOPITT science software development teams. Additional refinement resulted from PGS
operational design clarification. It is expected that further requirements and refinements will come from continued
consultation with additional EOS instrument teams and investigators. Toolkit design and implementation plans must
be made in conjunction with the scientific community as well as system designers from the Hughes Team.
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1. Introduction

1.1 Identification

This Draft ECS PGS Toolkit Requirements Specification is a deliverable document under the Earth Observing
System Data and Information System (EOSDIS) Core System (ECS), Contract (NAS5-60000). It follows a
preliminary draft version which was provided for review in late June, 1993.

1.2 Scope

The Draft ECS PGS Toolkit Requirements Specification defines the requirements for the ECS Product Generation
System (PGS) science production software and development Toolkit. This document provides an overview of the
DAAC architecture environment in which the science production software will run. A detailed list of requirements is
provided for tools which will be used to integrate and maintain science software into the PGS. Requirements for
additional tools, which will be used solely in the science software development environment, are provided as well. A
preliminary description of tools to which requirements have been allocated is included. Finally, a list of priorities for
software deliveries by tool category is provided.

1.3 Purpose and Objectives

This document is a draft requirements specification of the ECS PGS Toolkit. The ECS science software developer
will use the Toolkit to access the PGS environment and services. The required use of the Toolkit can be divided into
three classes:

System Mandatory In the production environment, external calls from the science software, for system and
resource accesses, file I/O requests, error message transaction, metadata formatting and
geographic information database requests will be made through Toolkit calls. The use of
these tools will be enforced through automatic checks at integration time at the DAACS.

Science Mandatory These are the parts of the Toolkit that are necessary to ensure that the products can be used in
subsequent processing and in correlative studies involving more than one type of EOS
product. These type of calls include geolocation, time conversions, and physical constants.
The use of these tools is more difficult to verify using automated code checkers, but will be
assessed at integration time using a combination of automated checks (for inclusion and
exclusion) and manual code reviews.

Science Optional Other useful services such as scientific and math library calls, will be provided by the Toolkit.
The use of these services is optional, but is encouraged. Algorithm developers who use
alternative solutions will be required to deliver the source code for the replacement services as
part of the algorithm delivery.

The PGS Toolkit will serve to insulate science software from the PGS architecture, and to provide a development
environment which emulates critical DAAC PGS functions. The Toolkit will help ensure code portability as the
algorithm is ported from development hardware, through the DAAC system, and through potential hardware changes
as the ECS matures. To do so effectively, the Toolkit will provide for limited access and control to system level
resources, including processes, memory, and I/O capabilities. Where control of such resources is necessary (e.g.
dynamic memory allocation), the Toolkit will provide a set of routines through which the application must obtain
those services. This partitioning and layering of operating system services allows the Toolkit to work on behalf of
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the PGS Scheduler in allocating, de-allocating, and making use of system-wide shared resources. Appendix B
describes this use policy for the POSIX system calls, as defined in IEEE Std 1003.1 and IEEE Std 1003.9.

The Toolkit will also serve to minimize code development by providing common functionality required across the
ECS community.

The requirements for much of the Toolkit software comes from contacts with the scientific community, through
science operations scenarios and requirements reviews. Our objective is to provide the science community with a list
of tools which will aid in the science software development process.

The PGS Toolkit will be delivered in stages to the developers. The priority of deliveries is an important part of the
requirements specification and will be described in detail in Section 8 below. The software contained in these
deliveries represent a baseline which will satisfy the identified functional requirements. The baseline will be modified
as additional functional requirements arise during the ECS program lifetime.

The principal goal of this document is to present a compilation of Toolkit requirements. This compilation has resulted
from an investigation of science software developers needs, their development environments, DAAC system design
requirements, and requirements imposed by instrument development and flight schedules.

The requirements on the Toolkit which are listed in this document are traced to higher level parent requirements. In
the case where no trace exists, disposition of that particular need will be accomplished through normal program
“recommended requirements” gathering.

1.4 Status and Schedule

A preliminary draft of this requirements document was provided to the community shortly after the Data Processing
Focus Team (DPFT) meeting on June 23, 1993. The final version will be delivered to NASA and to the ECS
community in October, 1993. The development of this document was initiated upon receipt of the NASA PGS
Toolkit Study Report, VI .9, on May 7, 1993. Successive versions contain revisions and refinements based on
inputs and feedback from science software development teams, associated with instruments to be flown on the EOS
AM, EOS PM and TRMM spacecraft. The final requirements specification document will be followed shortly by a
software design document and an implementation and test plan for software deliveries to the DAACS.

1.5 Document Organization

The document is organized as follows:

Section 1 Introduction - Presents the scope and purpose of this document.

Section 2 Related Documentation - Provides a bibliography of reference documents for the
PGS Toolkits organized by parent and applicable documents.

Section 3 ECS Overview - Gives a description of the DAAC architecture in which the science
product generation software will reside.

Section 4 PGS and SCF Toolkit General Objectives - Provides a list of general requirements
on security, maintainability, system evolution, etc.

Section 5 SCF Toolkit and Development Environment - Provides a list of requirements for
software development tools.

aololsm 1-2 193-801 -SD4-O01

Section 6 PGS Toolkit Requirements - Provides a detailed list of production environment
tools along with their functions and description.

Section 7 PGS Toolkit Specification - A preliminary list of tools allocated to the requirements

in Sections 5 and 6.



Section 8 Priorities of Software Deliveries - Provides a prioritized list of software deliveries.

Appendix A Requirements Traceability Matrix - A trace of requirements in Section 6 to Level 3
Functional Requirements.

Appendix B POSIX System Calls Usage Policy - Provides a list of prohibited and allowed
operating system calls.

Appendix C Open Issues - Provides a list of expressed needs which are under consideration as
Toolkit requirements.

Appendix D Disposition of Unused Requirements - Explains why certain potential requirements
received from the science software instrument teams were not used as PGS Toolkit
requirements.

Glossary

Acronyms
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2. Related Documentation

2.1 Parent Documents

The following documents are the parents from which this document’s scope and content derive:

The PGS Toolkit Study Report, Version 1.9a, GSFC-ESDIS 5/6/93

Proposal for EOSDIS Core System: Technical Proposal, 9/3/9 1, Hughes Team

Functional and Performance Requirements Specification for the Earth Observing Data and Information
System (EOSDIS) Core System, NAS5-60000 Attachment B 2/16/93

EOSDIS Core System Statement of Work, 16 February 1993, NASA/GSFC

EOSDIS Core System Contract Data Requirements Document, GSFC 2/16/93

NASA Software Documentation Standard Software Engineering Program,
NASA-STD-21OO-91 7/29/91

ECS Project Management Plan, 101/MGl 5/93

2.2 Applicable Documents

The following documents are directly applicable to this requirements specification:

UARS Lessons Learned for EOS: Report l—Design and Implementation, CSC document for NASA contract
NAS5-31500

NCSA HDF Calling Interfaces and Utilities, Version 3.2, March 1993

ECS System Implementation Plan, 301/DVl 5/93

Science Users Guide and Operations Handbook, Volume 4: Algorithm Development and Integration. HAIS
August 1993. [DID 205/SEl-006]

IEEE Std 1003.1 :POSIX Part 1: System Application Program Interface (API) [CLanguage]

IEEE Std 1003.9 :POSIX FORTRAN77 Language Interfaces, Part 1: Binding for System Application
Program Interface [API]
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3. ECS Overview

3.1 Introduction

The Earth Observing System Data and Information Core System (ECS) will be distributing a collection of
institutional assets, facilities, and core system functions that work together to support EOS and Mission to Planet
Earth (MTPE). ECS is the overall integrating infrastructure for operations as well as a provider of data and
information services for EOS mission support, science data processing, communications, and system management.
A feature of ECS is its ability to interoperate with other existing and developing systems to take maximum advantage
of their capabilities without the need to assimilate these other systems into ECS. ECS is viewed as the evolutionary
base for accelerating the pace and quality of Earth science research.

In this Section, we describe the segment of the ECS which lies within the scope of this document, the Science Data
Processing Segment. Particular attention is given to a description of the environment of the Product Generation
System, a component of the SDPS.

3.2 The Science Data Processing Segment

The goals of the Science Data Processing Segment (SDPS) are to produce, archive, and maintain long term global
science research products, to provide the means to search its holdings, and to deliver ordered products.

The SDPS consists of a distributed Information Management System (IMS), and a set of Distributed Active Archive
Centers (DAACS), each housing a Product Generation System (PGS) and a Data Archive and Distribution System
(DADS). This fundamental architecture is consistent across the DAACS, although individual DAACS may be
configured with different hardware platforms to meet site specific processing needs.
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3.2.1 PGS — Product Generation System

The Product Generation System (PGS) employs scientist-developed algorithms to create data “products”, datasets
defined by the instrument teams as having significance in global climate change research, PGS processing is driven
both by data ingested for product generation (a “push” on the system) and by user requests for data retrieval (a “pull”
on the system). Separate user request and product generation networks greatly limit query response and production
performance interference. Multimedia handling is required to support both input and output to users and
interoperability with other systems. The ingest and distribution subsystems economically share multimedia
peripherals and operations staff. Each PGS site produces its own unique set of “products”, datasets defined by the
instrument teams as having significance in the scientific community. Within a PGS, production is accomplished by
the scheduling and execution subsystem (SES), which pre-stages data necessary for product algorithm initiation.
Output data is archived, and metadata, browse and quality assurance data are produced and routed to appropriate
locations as described below. The processing is segmented by product and executed by processing “strings”, specific
computer hardware configurations that have been arranged to provide adequate machine resources (processing,
memory, and I/0) for product generation. A dedicated testibackup string separates algorithm test and integration,
prototype product generation, and training activities from operational processing and reprocessing, and provides
backup processing to work around component failures and routine maintenance downtime. The string concept is
described in more detail later in this section.

3.2.2 DADS — Data Archive and Distribution System

The Data Archive and Distribution System (DADS) provides for the ingesting of source instrument data, and the
archiving, management, and distribution of data products according to PGS processing needs and users’ requests.
The DADS provides a service-oriented interface to other system components, managing the large storage hierarchy
transparently to facilitate infusion of evolving technologies and to provide a uniform storage model. The DADS
provides for prompt data distribution in multiple formats, including direct electronic distribution (via the Internet, for
example), and magnetic and optical media.

3.2.3 IMS — Information Management System

The Information Management System (IMS) maintains information about the wide range of data products within the
ECS, and provides search, browse, and data ordering capabilities to the science community at large through
networked terminal- and Windows-based interfaces. The IMS provides access to a wide range of data, including
product metadata, algorithm implementation information, relevant scientific journal articles, and project-oriented
bulletin boards. A system “data map” ensures that searches will execute successfully across inconsistencies between
components of the heterogeneous system (e.g., transparently equates “sensor” and “instrument” between systems).
The ECS inventory (metadata) that the IMS manages is partitioned and stored at the various DAACS, employing a
partitioned database management system.

3.3 The Product Generation System Environment

In this section, we describe the production environment in which the science software will reside. The interfaces,
scheduling system, standard product generation, and other concepts presented will bear a direct relation to
requirements for Toolkit software in Section 6 below. Understanding these concepts is vital to constructing a science
software development environment at the Science Computing Facilities (SCF). Toolkit requirements for the SCF
environment are presented in Section 5.

3.3.1 PGS Environment Overview

The Product Generation System (PGS) is a production oriented computing facility which executes science software
to generate Standard Products from instrument and other types of data. Standard Products include Level 1 through
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Level 4 data products, browse, and quick-look products. These products are stored in the DADS for general access
by scientists and other users of the ECS system (quick-look products are also delivered to the ICC and field
campaign users). The PGS produces metadata to facilitate selection of Standard Products from archival holdings and
interpretation of the products through the IMS. It generates data quality assessment profiles for each Standard
Product in coordination with the scientists. It reprocesses large portions of data sets to provide a consistent, long-
terrn database that meets high standards of scientific quality.

Scientists submit both new and enhanced software to the PGS to produce additional Standard Products, and to
enhance existing products in response to changing scientific evaluation results. As part of the life-cycle, some
software may be run for a time in a testing mode, producing prototype products which are treated in all other respects
by the SDPS as Standard Products.

3.3.2 PGS Interfaces

PGS interfaces are illustrated in Figure 3-1. The primary PGS interface is with its associated DADS. The DADS
provides input data files necessary to meet the production schedule, including Level 1 through Level 4 data sets
(either residing at the local DADS, or received by the local DADS from remote DADS) and ancillary data. The DADS
provides storage for any algorithms and calibration data that the PGS does not maintain on a regular basis. The
DADS receives and responds to requests for the staging of stored data. The DADS receives and stores generated
Level 1 to Level 4 Standard Products.

The IMS provides the PGS with processing requests from the science community, These include standing orders for
Standard Products that will be generated on a regularly-scheduled basis and specific requests for other Standard
Products. The PGS reports schedule conflicts to the System Management Center (SMC). Copies of the PGS
processing schedules are provided to the IMS to allow users to monitor the status of their requests.

The PGS sends regular status reports and copies of the PGS schedules to the SMC. The SMC delivers operational
directives including priority assignments and resolution of schedule conflicts not resolved by consultation with the
IMS.

Test products generated by the pre-operational science software are sent to the software developers at the relevant
SCF. Reviews of the test products are sent to the PGS. The PGS also sends requests to scientists for product quality
assessment and receives the replies.
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3.3.3 Processing ‘String’

The functional design of the PGS is identical at each DAAC, as illustrated in Figure 3-2. It is within this design that
accommodation of the widely varying processing requirements occurs; from simple instrument processing to
complex global change models. The physical design utilizes a “string” architecture to support the unique processing
requirements of each site. Scheduling is supported by a server that controls the resources of the strings.

In the string architecture (right side of Figure 3-2), hardware is laid out as a series, or “string” of equipment designed
to perform processing and reprocessing. Processing is assigned to strings to minimize contention between them and
keep each one directed to production of specific products. The production strings are connected to the DADS through
a separate high speed network. Each individual string is designed to support the unique processing and reprocessing
requirements of the product generation tasks assigned to it. The types of algorithms, the data needs, and the class of
machine the algorithm requires are all used to define the physical components of the string. Small sites use fewer
strings and/or smaller processors than the larger sites, but they all have the same string architecture. Sites can grow
or shrink over time as necessary to accommodate changing product generation requirements. A separate test/backup
string is supplied and sized to backup any other string in the DAAC with identical architectural processing
capabilities. It is used for algorithm test and integration, for production of prototype products, for backup during
critical failures of any other string, and to support training.

Figure 3-1. PGS Interfaces

@ E&2stabs
LLO ProductionData,

Quick Look Dda

T1

-1
Producl Status Dialo#

D

Product Order

Im
~Schedules

L

LO Data Prcduct~

#Jgorithns, Schedules, Ftoduct
Coordnaticm,Dah Availability

Schedules,L1-L4 Ma ProducS, 1
Metadata, Calibration

Quick Look ProciJcts,
- On-Time QA Metadata ~

Updates

1
colbcated

CMD S

&llOISEW 3-4 193-801 -SD4-001



IMS

S4 a me Ma Supporl
Subsysem

Data Speaalists
‘Akxk4atlons

q !!p”””ql
,

Us3r sup~rt
X4ernnals

Date Lomt D n and
Ordsring Subeystan

O&abase
M& rtenance
Shsvstem

I 1

DWJS
managemerl
Workstatlfns

I Stortqskti k e Manegemen t I

k
PGS

.

S tie~ling end
E recut ion 91 bsydem Algorthm Test hd

R cdc tion
Intagretbn Sub~stfm

Management Algodthm SuUPJrt
“-’ kUxk*atiOn Workstations

Scheduling Hos!

!!!!-3

% .*

>,,,,,,
w

1

1

1

1

PGS Science
Processing
Subsysten

ImA Igorithm
Pr0ce5ing

.9rlng

H
[p,

J!h!!!!
CJAmonlbr
WOttr fiatione

!J

Figure 3-2. SDPS Architecture Showing the

3.3.4 Product Generation Executive

Science software is executed as a Product Generation Executive (PGE). A

Production String Concept

PGE may consist of one or more compiled
binary executable and/or command language scripts. A PGE produces one or more standard or intermediate product
files, or completes a processing step on a data set as shown in Figure 3-3. In most cases, the PGE will consist of a
script which links together executable to perform the processing. PGEs are the smallest schedulable unit for PGS
processing, and are presented to the scheduling subsystem along with a set of inputs, a sequence of processing
steps, and a set of outputs. When all of the inputs are available for processing, the set of inputs are staged on local
disk storage before any processing is initiated.

Normal processing operations will be performed automatically, but PGEs can be initiated manually to generate
products. Individual PGEs can be executed as UNIX shell level commands. For development purposes, temporary
production scripts can be built which invoke one or more PGEs.
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PGEs can consist of an arbitrary amount of processing. However, there are design guidelines for PGE definition that
take system wide scheduling and resource management into consideration, If each PGE can be designed to generate
a limited set of products (perhaps only one), several advantages will be realized. Natural checkpoints will occur
between PGEs because their products (and temporary products, if any) are sent to the archive.
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t Product Generation Executive—————

Executable Executable — Executable

\

file I I
I I

metadata QA ;ata data
I file

standard
product

Staged Output Data

Figure 3-3. Product Generation Executable Concept

If PGEs are established to produce a single product, or an intermediate stage of a product, reprocessing efforts can
be simplified. Tasks can be scheduled to perform the minimal amount of processing necessary.
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3.3.5 PGS Scheduling

Although product generation is primarily data driven and not schedule driven, some activities within the SDPS (tests,
training, hardware maintenance, and some distributions) are performed on a scheduled basis. The PGS Scheduling
Execution Subsystem (SES) balances the data driven and schedule driven processing requirements by performing
the following:

● generate SDPS plans with resolution to the PGE level

● develop processing plans for the next day

● orchestrate product generation tasks

● schedule activities according to established priorities

● monitor deadlines

● flag potential problems such as possible schedule slips

The scheduling process is shown in Figure 3-4.

DAAC activity plans are created using data collection and availability schedules, outstanding product orders, and
required support tasks such as hardware maintenance. Activity plans are reviewed by management and operations
staff with conflicts reported for resolution.

The scheduling is conducted in two ways:

a. A schedule, or activity plan is generated which reflects the anticipated timeline of tasks to be performed in
support of Science Data Processing within a site. This is more of a guideline for activities than an absolute
schedule of the time at which activities will be initiated. Some activities within the site (tests, training,
hardware maintenance, and some distributions) will be performed on a scheduledhime dependent basis, but
product generation is ultimately data, resource and priority driven, not schedule driven.

b. The second scheduling function applies only to product generation, which is initiated whenever all of the
required input data for a product generation executive (PGE) is available. The information in the activity plan
includes identification and priority of the PGE to be executed, the approximate timeline of the PGE, PGE
inputs and outputs, the string to be used, and the resources required within that string. Since the initiation of
each PGE was planned based on the predicted availability of input data and the availability of resources, the
plan serves primarily as a reference framework to indicate when product generation tasks are falling behind.

The processing policies required to handle anomalous conditions for standard products will be established as part of
the algorithm test and integration activity. Science software deliveries from the instrument teams will include the
parameters required to submit requests for processing of standard products. The human Production Scheduler will
work with the Algorithm Support Team to enter and modify routine processing requests, indicated as step la in
Figure 3-4 above. On demand, or ad hoc, processing requests are submitted by authorized scientists through an
interface similar to that used to submit data orders. This request is indicated as step lb.
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Plans are created based on data collection and availability schedules, product orders, information about available
hardware and software resources, and scheduled support activities such as hardware maintenance. Data availability
schedules are received from remote archives, EDOS, and other suitable sources as indicated in step 2. Plan
generation requires information regarding the configuration and status of computers, availability of disk storage, and
the current assignment of product generation processing to hardware strings.
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The human Production Scheduler initiates the generation of DAAC activity plans on a daily basis during the normal
workweek, step 3. These plans cover the same period as the EDOS Data Availability Schedule. Each plan contains
an initial firm planning period of approximately 1 day. The rest of the plan is more tentative, and is intended to
provide visibility of the extended plan to support reviewers in identifying potential resource conflicts early and in
helping to resolve or prevent them.

Product orders are obtained from the Product Orders Database, step 4. These can be processing requests, standing
orders for standard products, or reprocessing requests. Orders consist of parameters that control product generation
and distribution. These parameters include:

9 identification of the product to be generated in conjunction with the version of the software to be used.

● the time period during which the designated product should be generated.

● locations for product distribution.

3.3.6 PGE Execution

The execution monitor’s event driven processing actually initiates PGEs for product generation. As data arrives in the
ECS, it is checked against the PGEs in the activity plan which are waiting for it. EDOS notifies ECS of the
availability of Level Odata. As soon as ECS is ready for it, the Level O data is retrieved and staged directly to the
string that will use it (step 5a). Any other data required to execute the PGE is staged to the string as it becomes
available (step 5b). This may include results of metadata searches, metadata itself, or optional data. Once all of the
necessary data is staged to the string, processing assignment occurs. The PGE is put on a queue for its target string.
As each PGE terminates and releases computer resources (CPU, RAM, virtual memory, etc.), that machine’s
available resources are evaluated against those required by the next PGE on the queue. As soon as adequate
resources are available, execution of the PGE is initiated (step 6).

PGE initiations and completions are recorded and monitored in real time against the activity plan (step7). For each
instance of a PGE that is to be executed, two time thresholds are calculated. The first threshold is the latest time,
based on its anticipated processing time, after which PGE initiation might result in a missed processing deadline. The
second threshold is the latest time that the PGE can be initiated and still be expected to complete by its processing
deadline. If a task initiation is delayed beyond the first threshold , the QA/Production Monitor is informed of the
potenfial for a missed deadline and as to the reason for the delay (lack of data, processing load, etc.). If the second,
more definite, initiation threshold is missed, it will be assumed that the task cannot be accomplished through normal
operations. The QA/Production Monitor is informed that the task cannot be completed on schedule. The Production
Scheduler or operations staff will then determine the appropriate action to take.

Each string includes sufficient processing bandwidth to handle excessive loads and thus minimize the impact of
delays. For example, if EDOS misses a TDRSS contact, the LO data for that pass will be delayed. On the next pass,
two orbits may be down-linked. During the time that processing is delayed due to late delivery of LO data from
EDOS, the reprocessing tasks use the excess capacity to “get ahead” on their workload. When the two passes of LO
Data arrive, the L1 processing uses the additional capacity that is now available due to reduced reprocessing needs,
and standard processing makes up the lost time to get back on schedule.
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3.3.7 Science Software Development

The development of science product generation software at Science Computing Facilities (SCF) and procedures for
integration and testing of this software are given in the ECS Science Users Guide and Operations Handbook (DID
205/SEI-006). It is expected that prior to availability of an operational scheduling execution subsystem at the PGS,
an operational IMS, and other DAAC services, some emulation of this functionality will have to be performed to
support algorithm development and testing. The PGS Toolkit will be supplemented by software development tools to
supply this needed functionality. The Toolkit calling sequences and interfaces will remain the same in both SCF and
PGS environments.

In the SCF, the execution of multiple PGE’s will be simulated by a production script. The scripting language will
contain constructs for defining conditional logic, i.e., if-then-else loops. It will be able to run multiple executable,
receive parameters, pass parameters, receive status values from executable, and perform other additional functions
necessary for testing software. Various Unix shells and Perl are being considered for use in developing production
scripts.

Given this scripting language to construct production scripts, the developer will be able to test science software and
Toolkit interfaces at the SCF. Data can be staged manually and multiple PGEs can be strung together to test end-to-
end flow. Implementation details of interfaces will be hidden by the Toolkit.

The need for a dynamic scheduling tool that emulates PGS scheduling was expressed by various science teams.
Such a tool would support algorithm development modeling and would provide schedule visibility for Q/A
operations planning (see Section 7).

The functionality of the PGS Toolkit in the development environment is further discussed in Section 5.

3.4 Science Processing

Having described the basic design behind the Product Generation System, the next step is to outline how this design
is used in the generation of a product. A summary of the process is illustrated in Figure 3-5.

Availability messages are received in the ECS for LO data, L1-L3 products and ancillary data from a number of
sources, and are processed automatically. ECS responds to the announcement of data availability by requesting that
the data be sent. After each data file is received, the contents are validated against the header. Quick-look data files
are immediately registered with the product orders database. For other data files, such as Level Oand ancillary data,
the format is checked and metadata files are produced.
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Figure 3-5. Product Processing

Once the incoming Level O,product and/or quick-look data is received, validated, and registered with the database,
the execution monitor is automatically informed. The execution monitor verifies that all the input data required by the
PGE is present at the proper location. Then the execution monitor runs the PGE to generate that particular product if
the resources are available.

In early releases of the ECS, prior to the delivery of the execution monitor, product generation is initiated manually
by the human Production Scheduler, after verifying that all the input data required by the PGE is present at the proper
location.

The generation of standard products includes the creation of accompanying metadata during product execution. The
quick-look product is distributed to the PI as expeditiously as possible.

The next step in product generation is the routine, automated product quality assurance performed in the PGS. This
consists of running a quality assurance executable, provided by the algorithm developer, against the product data.
That quality assurance executable performs QA and updates the metadata with a quality assurance code. Following
automatic QA, manual quality assurance may be triggered by the QA/Production Monitor if required. This includes a
review and possible overriding of the automated QA results and accompanying update of the quality code in the
metadata.

If the QA/l%oduction Monitor has noticed a problem, the science team is alerted. The product metadata file is marked
to indicate that QA at the SCF is in progress, and the science team is informed that the product file and its
accompanying metadata are ready for QA. The science teams then perform QA at their installations; a code flag
reflecting the results of their QA analysis is then sent back to the ECS. ECS then automatically updates the product
metadata to reflect the QA code, and the product data and its accompanying metadata are then made available to the
science community at large and for archiving. If completion of the QA at the SCF is delayed beyond the time frame
allotted, ECS automatically marks the product metadata to reflect “product not QA’d” by the scientist and proceeds to
make that data available to users and to archive that product data and its accompanying metadata.
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4. PGS and SCF Toolkit General Objectives

This Section lists general objectives for the PGS (and SCF development environment) Toolkit. The PGS Toolkit will
contain the full functionality required for integration into the production environment and execution of science
software in the production environment. A version of the PGS Toolkit (hereafter called the SCF Toolkit) will be
delivered to developers. The SCF Toolkit will contain emulation of certain PGS functions and services which are not
included in the SCF. Differences between these two versions of the PGS Toolkit are delineated in Section 5. Section
6 lists PGS Toolkit requirements.

Included in this Section are requirements for the interfaces, capacity and performance, portability and adaptability,
maintainability, system evolution, security, data access, implementation, standards, technical support services,
quality assurance, and documentation.

4.1 Interfaces

4.1.1

The interface services that are provided by the PGS and the SCF Toolkits shall include the following capabilities:

a.

b.

c.

d.

e.

delivery of science software, and associated test data and documentation

notification of product generation status

transmission of quality assurance data sets

notification of data quality assurance status

science algorithm test products

4.1.2

The SCF Toolkit shall provide interfaces to the SCF that shall perform the following PGS Toolkit functions:

a.

b<

c.

initiation, control, and termination of science software execution

data management

notification to system operators and science users

4.2 Capacity and Performance

4.2.1

The PGS Toolkit shall demonstrate its capacity to handle operational load and to make use of computing resources in
an efficient way.

4.2.2

The PGS Toolkit shall provide reports on the computing resources that are used for each version of the science
software.
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4.3 Portability and Adaptability

4.3.1

The PGS Toolkit shall demonstrate its portability and adaptability by producing the same results in each DAAC’s
operational environment.

4.3.2

The SCF Toolkit shall exhibit its portability and adaptability by producing the same results on each of the approved
computing platforms. Refer to section 5.2.3 Code and Hardware for a list of platforms.

Note: See Section 6.2 for requirements regarding computing languages and environment standards.

4.4 Maintainability and System Evolution

4.4.1

The PGS and SCF Toolkits shall be designed such that they shall demonstrate their maintainability over the system
life time when errors are encountered, external environments have changed, or functional enhancements are required.

4.4.2

The PGS and SCF Toolkits shall evolve with enhancements in the science software, and upgrades in the PGS and
SCF environments.

4.5 Security

4.5.1

The PGS Toolkit shall adhere to Communications Segment (CSMS) standards for system security.

4.5.2

The SCF Toolkit shall provide the required CSMS standard security needed to operate with the SDPS for science
operations.

4.6 Data Access

4.6.1

The PGS Toolkit shall provide access to data sets which are necessary for the generation of science data products.

4.6.2

The SCF Toolkit shall provide access to data sets which are necessary for the development and integration of the
science software, and science operations support activities.

4.7 Implementation Plan

4.7.1

The PGS team shall provide a PGS Toolkit implementation plan to delineate capabilities and associated schedule for
each version of the DAAC. An implementation plan for the SCF Toolkit shall identify versions of the SCF Toolkit,
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and capabilities and the associated schedule for each version. This implementation plan will be provided within the
first Toolkit delivery.

4.7.2

The PGS and SCF Toolkits shall incorporate COTS and/or public domain software wherever appropriate.

4.8 Operational Capabilities

4.8.1

The SCF Toolkit shall provide capabilities to configure the Toolkit, control its operation, and support development,
integration and operation support activities of the science software.

4.9 Standards

4.9.1

The PGS and SCF Toolkits shall adhere to the ESDIS science software application level standards, related data
structures and formats. as well as ECS standards.

4.10 Quality Assurance of Toolkit Software

4.10.1

The process of the development and testing of the quality of the PGS Toolkit shall be consistent with the procedures
established at each DAAC and by the ESDIS Project.

4.11 Technical Support and Documentation

4.11.1

Technical support shall be provided to install, configure, and operate the SCF Toolkit, including diagnostic and
corrective action services, and maintenance of a log of SCF Toolkit problem reports.

4.11.2

For each version of the SCF Toolkit, documentation and training material shall be provided.

4.11.3

The SCF Toolkit documentation shall include descriptions of Toolkit components , set-up and initialization of the
Toolkit, valid configuration options, Toolkit operation, accuracy and precision of Toolkit functions, and associated
SCF support.

4.11.4

The SCF Toolkit training document for each version of the SCF Toolkit shall include set-up, initialization, and
operation of the Toolkit.
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5. SCF Toolkit and Development Environment

5.1 Purpose

The purpose of the SCF development environment and toolkit is (1) to provide development toolkit functions that
emulate the production toolkit functions, (2) to provide a development environment that emulates the production
environment to the extent possible, (3) make both functions and environment easy to use, and (4) most importantly,
allow for a smooth transition of science software from the SCF to the PGS, during the integration and test phase. All
PGS toolkit routines will be provided to EOS science software developers in SCF versions.

It is essential to understand the concepts that distinguish the SCF development environment from the PGS
production environment. While the science software and interface to the PGS Toolkit are preserved in both
environments, there may be slightly different implementations and behavior in the toolkit functions and peripheral
components (e.g. shell level development and testing tools). This section highlights the functionality of the PGS
Toolkit unique to the SCF. Section 6 of this document lists requirements for specific toolkit functionality which will
be used in the production and development environments.

Note that the requirements listed below are not associated with specific Toolkit routines, unlike those which appear in
sections 6 and 7. Hence there are no tool descriptions associated with these requirements.

5.2 Requirements

5.2.1 General

Requirement:

PGSTK-O020 Calling sequences of SCF Toolkit functions and PGS Toolkit functions shall be identical.

Notes:

In order for toolkit routines to be integrated into both the development and the production versions of the science
software, the actual physical calling sequence in the code must be exactly the same in both versions. Note that there
may be differences in the usage of the parameters passed to the functions; this is discussed elsewhere in this section.

Requirement:

PGSTK-0010 The interfaces between the SCF Toolkit functions and the science software shall either be
identical to the interfaces between the PGS Toolkit functions and the science software, or
emulated.

Notes:

Interfaces to the Toolkit include such items as the scheduling system, the communications system, and the computer
operating system. Interfaces such as those to the communications system will need to be emulated. Interfaces such as
those with the computer operating system will be identical.

Requirement:

PGSTK-0040 Logical file paths referenced by SCF Toolkit functions and PGS Toolkit functions shall be
identical, i.e. all file references shall be by logical file names.

Notes:
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In order to make transition between SCF development environment and PGS production environment easier, file
names will be represented by logicals, i.e. by Unix environment variables. (The means of translating the logical
values may differ between the two environments.) This requirement also makes it easier to assure that files shared
among different executable in the SCF environment are accessed in a consistent manner.

5.2.2 Tool Categories

Requirements:

PGSTK-0050 The SCF Toolkit shall provide the capability to run a single production string in the SCF test
environment.

PGSTK-0060 The SCF Environment shall provide the capability for science software developers to generate
a production script, capable of linking together multiple PGEs into a single SCF command.

Notes:

A production string may consist of several PGEs run consecutively. The capability to execute such a string from end-
to-end will exist at the SCF, through the use of a production script. There will be no capability for executing multiple
production strings simultaneously at the SCF.

Requirement:

PGSTK-0080 The SCF Toolkit shall provide the capability to test all I/O transactions among PGEs that
originate in the science software, in the same manner as the production environment.

Notes:

As is true of all toolkit functions, input and output function calls in the SCF science software will have the same
calling sequences as functions used in the science software at the PGS. The actual physical file locations may be
different; for example, instead of a filename in the PGS software that points to a remote location such as another
DAAC, the filename will point to a local directory at the SCF. The differences in this case are to be handled through
use of Unix environment variables, and so are transparent to the science software. Thus the I/O transaction itself is
still being tested as if it is in the production environment.

This means that all SCF I/O interfaces must be identical to the PGS interfaces. The requirement specifically excludes
any interaction with the scheduling sub-system, addressed elsewhere in this section. (Section 6.2.1 lists
requirements for file I/O tool in the PGS.)

Requirement:

PGSTK-0090 The SCF Toolkit shall contain error and status capabilities identical to the PGS Toolkit and
production environment.

Notes:

Another important consideration is to have error and status reporting functions that transform smoothly between the
development and production environments. Differences may occur in the destination of error messages, for example;
at the PGS these would be sent to the SCF over the net, whereas at the SCF they may go to a file. Again, neither the
function calling sequences nor the arguments change; this case may also be handled using Unix environment
variables. In cases where it may be necessary to change internal Toolkit code of error and status reporting functions,
these changes will be transparent to the user.

It is important that the meaning of error messages be the same in both development and production environment so
that causes can be more readily determined.
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This requirement implies that the interfaces between these functions and the environment to be identical at both the
SCF and the PGS. (Section 6.2.2 lists requirements for error handling in the PGS.)

5.2.3 Code and Hardware

Requirement:

PGSTK-O1OO The SCF Toolkit shall contain versions for each of the approved computing platforms.

Notes:

The current list of ECS approved platforms includes: SGI IRIX Indigo R3000, Sun SPARC 10/40, Dec 3000/300,
HP 7 15/50 and IBM RS6000/340 workstations.

Requirement:

PGSTK-O 123 SCF Toolkit source code shall be delivered to the SCFS.

Notes:

Access to toolkit source code is essential to science software developers so that they may debug both their own and
toolkit software, without having to wait for turnaround at the PGS for toolkit updates. However, developers must be
made aware that their code must use the official version of the toolkit software in order to run at the PGS. The
DAAC staff will not manage tool software which has been changed at the SCF.

5.2.4 Data Access

Requirement:

PGSTK-O 140 The SCF Toolkit shall provide access to Level Odata provided by science software developers
andlor ESDIS.

Notes:

The heart of simulated data in the development environment is the Level O data. Such data may be provided by
ESDIS, e.g. through the Flight Dynamics Facility, or alternatively by the science software developers themselves.

This requirement addresses only tools that shall access the simulated data; the data itself is assumed to be provided
externally.

Science test data formats, which are not addressed by this requirement, are assumed to be identical at both the PGS
and the SCF; this to avoid problems at DAAC integration time.

5.2.5 Support and Documentation

Requirement:

PGSTK-0160 The ECS contractor shall provide an Algorithm Support Team at each DAAC, whose function
shall be to answer questions about the SCF and PGS Toolkits, PGS design and operations
concept, and the science software integration and test process.

Notes:

Ongoing communication between ECS contractor personnel and science software developers is crucial to the success
of the SCF development effort, and hence the PGS as a whole; the Algorithm Support Team exists as a bridge
between the two groups.
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PGSTK-0170 A detailed user’s guide for the SCF Toolkit shall be delivered, in both hardcopy and electronic
versions, and shall include at least detailed descriptions of the PGS Toolkit; all differences
between the SCF and PGS versions, both visible and invisible to Toolkit users, a set of
sample production shell scripts; and sample makefiles, including switches for SCF/PGS
changes.

5.3 SCF and PGS Environmental Comparison

This section describes the SCF development environment and lists the differences between it and the PGS production
environment.

5.3.1 Overview

The details of the PGS environment include how the planner, execution monitor and toolkit functions all interact with
each other, as described in Section 3 of this document. In the SCF environment, these components will be emulated
to provide the same capabilities as in the PGS environment. However, the implementation of these components may
be different in the two environments.

5.3.2 Planner (formerly Scheduler)

PGS—The Planner runs once per day, assembling a list of PGEs to execute based on their priority, along with their
file inputs and outputs, and associated resource dependencies; it essentially plans daily activity based on data
availability. (See Section 3.3.5 for further details of PGS Planner capabilities.)

SCF—The Planner is not emulated. Since the Planner creates a tentative list of activities that are data driven, the
functionality added to the SCF test process would be minimal, Testing of the planning process is best done at
integration and test time at the PGS. (Refer to Appendix C for open issues relating to this requirement.)

5.3.3 Execution Monitor

PGS—The Execution Monitor runs in real time; its functions include staging files, monitoring data availability and
time constraints, and error handling. It also initiates PGS execution based on data availability, metadata query
constraints (such as Q/A flags), computer resources, and priorities.

SCF—The Execution Monitor will not be part of this environment. Instead, its capabilities shall be emulated by the
execution of production scripts, which are tailored by the developers for the specific requirements of their science
software. (Refer to Appendix C for open issues relating to this requirement.)

5.3.4 Toolkit functions

PGS—These functions, designed for production, are described in Section 7.

SCF—Higher level functions such as matl-dstat functions and geolocation functions will be identical to the PGS
functions. Some lower level functions may have slightly different action, such as error status output, which may be
directed to a local file instead of a remote destination, for example. There may also be differences with the PGS
version that are transparent to the SCF user. These differences must be kept to an absolute minimum in order to
assure smooth integration of science algorithms at the PGS.

In Table 5-1 we show a comparison between the SCF development environment and the PGS production
environment.
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Table 5-1. A Comparison of SCF and PGS Functionalil

Environment Attributes SCF Develo~ment PGS Production

Resource management manual planner

Product generation production script(s) execution monitor I

Execution criteria associated table product orders database/TBD

system resources identical

PGE priorities single PGE multiple PGEs

metadata constraints identical

time thresholds identical

data dependencies identical

Product strings single string multiple strings

Data formats identical

File management

logical locations mapped by developer mapped by execution monitor

staging manuai/production-script execution monitor

Toolkit

access to level Odata simulated (pre-launch) simulated (pre-launch)

actual (post-launch) actual (post-launch)

access to orbit data simulated (pre-launch) simulated (pre-launch)

actual (post-launch) actual (post-launch)

error/status reporting local destination network destination

termination status handled by production script handled by execution monitor

1/0 interactions identical

other tools identical

calling sequences identical

5.3.5 Other Development Tools

For a discussion of other software development tools such as CASE tools, code checkers, static and dynamic
analyzers, and memory monitors, see Science Users’ Guide and Operation Handbook, VOL4,Algorithm Delivery.

5.3.6 Science Software Delivery, Integration and Test

Following the development of science software in the SCF environment, the science software should be properly
configured for delivery to the DAAC. The delivery procedure should be designed to facilitate the integration and test
process which should lead to the eventual transfer of the science software to the operational segment of the DAAC.
Each science software package will be subject to three deliveries, plus delta deliveries (within the 6 months preceding
launch) to introduce improvements into the operational system. The delivery procedure should require the
submission of a packing list, science software design document, all source code, DAAC interface details, science
software operations concept document and test specification package. A member of the algorithm support team
(AST) will be available, at the DAAC, to assist in the transfer of the science software delivery package to the DAAC.
Once the transfer is complete, the algorithm integration and test team (AIT) will subject the science software to the
evaluation, integration and acceptance testing phases. Each of these phases will be followed by a review period
where the reviewing authority will decide to accept the science software, or return it to the SCF for resolution. Upon
successful completion of these reviews, the science software will be transferred to the operational segment of the
DAAC. Once here it may undergo additional operational testing on a backup string. Refer to the Science Users’
Guide and Operation Handbook, VOL4,Algorithm Delivery for in depth discussion of this topic.
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6. PGS Toolkit Requirements

In this section, we give a detailed list of requirements for software tools which the EOS science software developers
will use to design and test code to be integrated into the PGS environment. These tools will be delivered to the
developers so they can emulate the functionality and services of the PGS at their own facilities. The requirements
described in this section apply to both the PGS Toolkit as well as the SCF version of the PGS Toolkit. These tools
will include both COTS and heritage software as well as custom developed code. They will aid in internal testing of
the science algorithms by allowing the use of test data in the same format as that which will be used in the operational
environment.

In Appendix A, a matrix of traceability of the requirements in this Section (and Section 5) to Level 3 requirements is
given.

At the time of this document, several requirements have been identified which are controversial or are not in the
baseline of the present Level 3 Requirements or engineering contract. These are listed in Appendix C.

Appendix D lists potential requirements identified by the science software teams, but not included in Section 6 for
various reasons.

A note on the numbering scheme of requirements: Parental (level 3) requirements are identified by the prefix PGS-;
Firm PGS Toolkit requirements, i.e. those listed in section 6.2 and 6.3, are identified by the prefix PGSTK-;
Potential requirements as given by the science software teams are identified by internal trace number prefix PGS-TR-
(in Appendices A, C and D).

6.1 Parental (Level 3) Requirements

We list here those Level 3 Functional Requirements for the ECS which are directly related to the functionality of the
PGS Toolkit Requirements Specification proposed in this document. (see Functional and Performance Specification
for the Earth Observing System Data and Information System Core System, NAS5-60000, Attachment B,
Feb. 13,1993, Version ).

PGS-0490 The PGS shall have the capability to access and use, for the generation of Standard Products,
information such as:

a. Digital terrain map data bases

b. Land/sea databases

c. Climatology databases

d. Digital political map databases

PGS-0510 The PGS shall have the capability to generate metadata (See Appendix C of NAS5-60000,
Attachment B) according to the algorithms provided by the scientists and associate this
metadata with the Standard Products generated.

PGS-0970 The PGS shall provide file access subroutines that enforce compliance with the adopted
standard ECS formats.

eololsm 6-1 193-801 -SD4-O01
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Standard Product software.



PGS-0990

PGS- 1000

PGS-101O

PGS-1015

PGS-102O

PGS-1025

The PGS shall provide error logging subroutines for use by Standard Product software in
notifying thes ystem operators of conditions requiring their attention.

The PGS shall provide error logging subroutines for use by Standard Product software in
notifying users of conditions requiring their attention.

The PGS shall provide mass storage allocation subroutines that provide algorithms with a
means for dynamic allocation of storage for temporary files.

The PGS shall provide ancillary data access subroutines that provide Standard Product
software access to ephemeris data ( i.e., solar, lunar, and satellite ephemeris), Earth rotation
data, and time and position measurement data. These subroutines shall perform the following
operations:

a. Interpolation

b. Extrapolation

c. Coordinate system conversion.

The PGS shall provide the following mathematical libraries:

a. Linear algebra and analysis

b. Statistical calculations

The PGS shall provide a science processing library containing routines such as:

a. Image processing routines

b. Data visualization routines

c. Graphics routines.

PGS- 1030 The PGS shall provide a toolkit to the SCF containing versions of the routines specified in
requirements PGS-0970 to PGS- 1025.

6.2 PGS Toolkit Requirements - System Mandatory

In this section, we list requirements derived from the Level 3 requirements in Section 6.1.

The following three requirements apply to many tools in Section 7.

PGSTK-0180 All PGS Toolkit functions shall return error/status codes that can be detected and reported
using error/status reporting tools.

PGSTK-0120 The SCF Toolkit shall be POSIX compliant.

Note: The computing standard to which the PGS Toolkit must adhere is POSIX (Portable Operating System
Interface for Computer Environments). Refer to appendix B for a list of PGS approved POSIX calls.

PGSTK-0121 The PGS Toolkit shall provide bindings to ECS approved languages.

Note: The current list of ECS approved languages includes C, Fortran and Ada. Currently, Fortran77 is being
supported. However Fortran90 may also be supported when it becomes a POSIX standard on the approved
computing platforms.
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6.2.1 File 1/0 Tools

6.2.1.1 Level O Science Data Access

PGSTK-O 190 The PGS Toolkit shall contain tools to open and close Level Odata sets.

PGSTK-0200 The PGS Toolkit shall contain tools to read Level Odata for a specified time or orbit location.

PGSTK-O21O The PGS Toolkit shall contain tools to access assembled Level O granules and validation
flags.

PGSTK-0220 The PGS Toolkit shall provide access to the end of the prior Level O granule and the
beginning of the next Level O granule, concurrently with the present Level O granule. The
precise amount of end-data is TBD.

PGSTK-0230 The PGS Toolkit shall contain tools to access the Level Ometadata, i.e. EDOS accounting.

PGSTK-0240 The PGS Toolkit shall provide access to CERES and LIS Level Odata from TRMM.

6.2.1.2 HDF File Access

PGSTK-0271 The PGS Toolkit shall contain tools that check the contents of HDF files, i.e., what HDF data
type and number of items it contains.

PGSTK-0270 The PGS Toolkit shall contain tools that read and write HDF files.

PGSTK-0250 The PGS Toolkit shall provide HDF file access tools which include as inputs at least run ID
and standard product ID codes.

PGSTK-0290 The PGS Toolkit shall contain tools to read from and write to an HDF file, the fundamental
quantities associated with a data set.

Note:

Refer to section 7.2.1.2 for examples of fundamental quantities.

PGSTK-0300 The PGS Toolkit shall contain tools to read from and write to an HDF file (1) an entire data
set at once, (2) a fraction of a data set and (3) an N-dimensional data array. The HDF file may
contain multiple data sets.

PGSTK-0320 The PGS Toolkit shall contain tools to read from and write to an HDF file, variable length
sub-records.

PGSTK-031 o The PGS Toolkit shall have the capability to notify SCFS of the creation of HDF files.

6.2.1.3 Non-HDF File Access

PGSTK-0360 The PGS Toolkit shall contain tools to open, read, write, and close non-HDF files, including
quicklook, text and binary files.

6.2.1.4 Metadata

PGSTK-0370 The PGS Toolkit shall support opening a metadata fiIe.

PGSTK-0380 The PGS Toolkit shall be able to write a header to a metadata file containing standard and
science-software-specific information.

PGSTK-0390 The PGS Toolkit shall be able to position the insertion point in the metadata file.
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PGSTK-0400 The PGS Toolkit shall be able to write a record of metadata in the metadata file using ECS
standard structuring, and contain ECS standard, instrument specific and product specific
attributes. The record will contain program variables and constants as well as values generated
automatically (e.g. configuration information)

PGSTK-O41O The PGS Toolkit shall be able to overwrite a record in a metadata file with a new record.

PGSTK-0440 The PGS Toolkit shall be able to write a terminator to a metadata file.

PGSTK-0430 The PGS Toolkit shall support closing a metadata file.

PGSTK-0450 The PGS Toolkit shall support writing the ECS standard, instrument specific and product
specific attributes into the ECS standard product file.

6.2.1.5 Data Quality Assurance

PGSTK-0490 The PGS Toolkit shall contain tools to append data quality assurance information to an HDF
file.

PGSTK-0500 The PGS Toolkit shall contain tools to pass flags which can be used to notify the SCF that
Q/A data at the PGS is complete, and notify the DAAC service (TBD) to automatically ship the
file to the SCF if requested.

PGSTK-051 o The PGS Toolkit shall contain tools that support three types of Q/A data: (1) flags; (2)
graphics files, which are output directly from science processes; and (3) data which is written
in the same manner as a standard product file.

6.2.1.6 Temporary Files

PGSTK-0520 The PGS Toolkit shall contain tools that delete PGE specific temporary files when the PGE
terminates.

PGSTK-0540 The PGS Toolkit shall contain tools that reverse the deletion process for temporary files.

PGSTK-0530 The PGS Toolkit shall contain tools that ensure that temporary file names do not conflict with
any other file names.

PGSTK-0531 The PGS Toolkit shall contain tools that access files which are not standard products, but are
required to be available for up to 1 months time.

PGSTK-0532 Provide a tool to perform deletion of a temporary file that is shared among PGEs.

PGSTK-0533 Provide a means to save temporary files over successive executions of a program.

PGSTK-0534 Provide access to temporary calibration files from the last orbit.

6.2.1.7 Miscellaneous 1/0

PGSTK-0550 The PGS Toolkit shall contain tools to generate ECS standard file names dynamically, which
include science software program identification ID, file version ID, and are independent of
computer platform. These will be used as logical file names within a science process.
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6.2.2 Error/Status Reporting

PGSTK-0580 The PGS Toolkit shall contain tools to interpret and report multi-level error/status conditions
to the PGS and the SCF.

PGSTK-0590 The PGS Toolkit shall contain tools to report fatal errors, warning errors, informational
messages, notices and user-defined status events.

PGSTK-0600 The PGS Toolkit shall contain tools to report error and status conditions to the PGS
scheduler, PGS monitoring and accounting, PGS processing logs, PGS operators, the PGS
Q/A analysts, and the SCFS.

PGSTK-061 o The PGS Toolkit shall contain tools to uniquely identify the software unit, science software
program, product and production run in error and status messages.

PGSTK-0620 The PGS Toolkit shall contain tools to identify the associated instrument within the error
message codes.

PGSTK-0630 The PGS Toolkit shall contain tools to send all temporary files, processing logs and error logs
to the SCF, when processing errors occur during execution of the current PGE that cannot be
resolved by PGS personnel.

PGSTK-0650 The PGS Toolkit shall contain tools to associate with error messages at least the following:
what routine noted the error, error-type, pertinent variable data, and action taken.

6.2.3 Process Control

PGSTK- 1280 The PGS Toolkit shall provide tools to generate product identifiers which can be used by the
script/PGE to label metadata with environment and PGE information in order to facilitate
production tracking.

PGSTK-

PGSTK-

290 The PGS Toolkit shall provide tools to deliver runtime configuration parameters to the PGE.
Examples of these parameters include: executable mode values, availability of alternate data
files and system defined directory paths for temporary files.

310 The PGS Toolkit shall provide the capabilities to query for availability and validity flags.

6.2.4 Memory Management

PGSTK- 1240 The PGS Toolkit shall provide tools which(1) dynamically allocate process-private memory
(perhaps with limits) and (2) explicitly free dynamic memory within a program when it is no
longer needed.

6.2.5 Ancillary Data Access and Manipulation

PGSTK- 1360 The PGS Toolkit shall provide access interfaces to all ancillary data sets supported by the
ESDIS Project. The exception to this are the static files from internal sources which will be
supported through the standard I/O functions within the toolkit and will not, therefore, need
formal requirements.

PGSTK- 1361 Configuration information about data generation shall be supplied to the calling routines.

6.2.5.1 Dynamic ancillary data from internal sources

Note: Dynamic data sets are those containing parameters whose values change routinely
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and predictably; i.e. at set intervals in time.

PGSTK-0730

PGSTK- 1251

PGSTK- 1252

PGSTK- 1253

PGSTK- 1254

PGSTK- 1255

PGSTK- 1256

PGSTK- 1257

PGSTK- 1258

PGSTK-1259

PGSTK- 1260

PGSTK- 1261

PGSTK-1262

PGSTK-1263

PGSTK-0925

The PGS Toolkit shall contain tools which return times of significant spacecraft events which
may disturb spacecraft pointing within a given time range.

The PGS Toolkit shall provide an interface to products from other EOS instruments in ECS
standard formats.

The PGS Toolkit shall permit AIRS level 1b products to be used as ancillary inputs for the
MOPITT level 2 processing.

The PGS Toolkit shall permit AIRS level 2 products to be used as ancillary inputs for the
ASTER, CERES, MISR, MODIS and MOPIIT level 2 and LIS level lb processing.

The PGS Toolkit shall permit AMSU level 1b products to be used as ancillary inputs for the
AIRS and MOPITT level 2 processing.

The PGS Toolkit shall permit ASTER level lb products to be used as ancillary inputs for the
MOPITT level 2 processing.

The PGS Toolkit shall permit ASTER level 2 products to be used as ancillary inputs for the
MISR level 2 processing.

The PGS Toolkit shall permit CERES level 2 products to be used as ancillary inputs for the
MISR and MOPITT level 2 processing.

The PGS Toolkit shall permit EOSP level 2 products to be used as ancillary inputs for the
MISR level 2 processing.

The PGS Toolkit shall permit MIMR level 1b products to be used as ancillary inputs for the
CERES level 2 processing.

The PGS Toolkit shall permit MIMR level 2 products to be used as ancillary inputs for the
LIS level lb and MODIS level 2 processing.

The PGS Toolkit shall permit MISR Level 2 products to be used as ancillary inputs for the
ASTER and MODIS level 2 processing.

The PGS Toolkit shall permit MODIS level lb products to be used as ancillary inputs for the
CERES and MOPIIT level 2 processing.

The PGS Toolkit shall permit MODIS level 2 products to be used as ancillary inputs for the
LIS level lb and MISR level 2 processing.

The PGS Toolkit shall provide an interface to latent heating profile data values from a data set
whose origin is TRM~SSDC .

6.2.5.2 Static ancillary data from internal sources

Note: Static data sets are those containing parameters whose values may change, but not routinely at set intervals in
time.

PGSTK- 1265 The PGS Toolkit shall provide a means to access static ancillary data in ECS standard format
data files associated with particular algorithms.
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6.2.5.3 Static auxiliary data from external sources

PGSTK-0840 The PGS Toolkit shall provide a means to retrieve the required geophysical parameter from
the data set at a specified location.

PGSTK-0850 The PGS Toolkit shall provide a means to retrieve regular grids or volumes of the required
geophysical information defined by the upper left and bottom right vertices (x,y,z at each
vertex in a supported geographic coordinate system).

PGSTK-0870 The PGS Toolkit shall contain tools to access a land/sea classification database including
coastal outlines.

PGSTK-0980 The PGS Toolkit shall provide a means to retrieve elevation and terrain information from the
DTM (slope and aspect) at a specified latitude and longitude coordinate.

PGSTK- 1000 The PGS Toolkit shall provide a means to receive from the DTM a regular grid of elevation,
slope and aspect information for a rectangular area defined by the maximum extent of the
rectangle.

PGSTK- 1030 The PGS Toolkit shall contain tools to provide one-sigma uncertainty on output parameters

PGSTK-

PGSTK-

6.2.5.4

(elevation, slope, aspect values) for output of digital elevation and terrain access tools.

040 The PGS Toolkit shall contain a tool that provides digital elevation model data in Space
Oblique Mercator coordinates, and includes the minimal elevation within a 10 km radius.

070 The PGS Toolkit shall provide the geoid to ellipsoid difference at a specific latitudeflongitude
coordinate.

Dynamic auxiliary (external) data

PGSTK-0921

PGSTK-0922

PGSTK-0923

PGSTK-0924

PGSTK-0926

PGSTK-0927

PGSTK-0928

PGSTK-0929

PGSTK-0931

The PGS Toolkit shall provide an interface to retrieve cloud values from a data set whose
origin is NOAA/NESDIS.

The PGS Toolkit shall provide an interface to retrieve GMS radiance values from a data set
whose origin is GMWNASDA.

The PGS Toolkit shall provide an interface to retrieve GOES radiance values from a data set
whose origin is GOE!YNESDIS.

The PGS Toolkit shall provide an interface to retrieve GOES VAS data values from a data set
whose origin is GOESINESDIS.

The PGS Toolkit shall provide an interface to retrieve sea level pressure analysis data values
from a data set whose origin is in situ measurements made by NMC.

The PGS Toolkit shall provide an interface to retrieve sea surface temperature values from a
data set whose origin is NOAMNESDIS.

The PGS Toolkit shall provide an interface to retrieve surface wind values from a data set
whose origin is DMSP/NMC.

The PGS Toolkit shall provide an interface to retrieve ozone values from a data set whose
origin is GOMR.

The PGS Toolkit shall provide an interface to retrieve values from a data set whose origin is
ECMWF .
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PGSTK- 1370 The PGS Toolkit shall provide a tool to interpolate auxiliary data such as NMC data in time
and space.

6.2.6 Time and Date Conversion Toois

PGSTK- 1170

PGSTK-1215

PGSTK-

PGSTK-

220

160

PGSTK- 1180

PGSTK- 1190

PGSTK- 1195

PGSTK- 1200

PGSTK-121O

PGSTK-1211

The PGS Toolkit shall provide tools to transform time among the four following systems:

a. spacecraft clock

b. UTC (binary and ASCII formats)

c. ephemeris time (binary and ASCII formats)

d. Julian date (binary and ASCII formats).

The PGS Toolkit shall provide a tool to convert ephemeris times from one ephemeris
reference epoch to another.

The PGS Toolkit shall provide a tool to convert Julian dates from one Julian reference epoch
to another, with a precision of 9 significant digits.

The PGS Toolkit shall contain time system transformation tools that return UTC and
ephemeris times and Julian dates that are of the same precision as the spacecraft clock.

The PGS Toolkit time system transformation tools shall return times that are in Consultative
Committee for Space Data Systems (CCSDS) standard time code formats.

The PGS Toolkit time system transformation tools shall have the capability of returning
ephemeris time in seconds from the start of a specified epoch.

The PGS Toolkit time system transformation tools shall have the capability of returning Julian
dates in seconds from the start of a specified epoch.

The PGS Toolkit time system transformation tools shall, at a minimum, return times of one
millisecond resolution.

The PGS Toolkit shall assure that leap seconds are accounted for in all time and date
conversion tools.

The PGS Toolkit shall provide a tool to access the spacecraft time difference file for foreign
platforms.

6.3 PGS Toolkit Requirements - Science

6.3.1 Heavenly Body and Spacecraft Position Access Tools - Mandatory

PGSTK-0680 Input to all relevant PGS Toolkit planetary body and spacecraft position access functions shall
include spacecraft identification.

PGSTK-0750 Geographic information access tools in the PGS Toolkit that use latitude as a parameter shall
also use co-latitude as a parameter.

PGSTK-0930 Geographic information access tools in the PGS Toolkit shall be capable of handling the north
and south pole singularities, e.g. by increasing resolution by a TBD prescription.

Note: The requirements above are general ones which apply to many of the tools in Section 7.3.1.
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6.3.1.1 Spacecraft Ephemeris & Attitude Data Access Tools

PGSTK-O71O The PGS Toolkit shall use a single standard time interval (which is TBD) in all ephemeris
calculations.

PGSTK-0720 The PGS Toolkit shall provide tools to return spacecraft position, velocity and attitude for any
given time or for a range of times, including provision for interpolation between state vectors.

PGSTK-0740 The PGS Toolkit shall contain tools which return a flag indicating whether reported attitude
and position is reliable within a pre-existing (user supplied) specification.

6.3.1.2 Heavenly Body Position Access Tools

PGSTK-0760

PGSTK-0860

PGSTK-0770

PGSTK-0900

PGSTK-0790

PGSTK-0780

PGSTK-0820

PGSTK-0800

The PGS Toolkit shall contain tools that return local solar time, and solar right ascension and
declination for a given time and position on the Earth’s surface.

The PGS Toolkit shall contain a tool to determine if a given point on the earth’s surface is in
day or in night.

The PGS Toolkit shall contain tools that return Greenwich Hour Angle for a given time and
position on the Earth’s surface.

The PGS Toolkit shall contain tools to determine the inertial location of the Greenwich
meridian.

The PGS Toolkit shall contain tools that provide access to planetary ephemerides and star
locations.

The PGS Toolkit shall contain tools that return a flag for a disturbance event caused by a
celestial body.

The PGS Toolkit shall contain a tool that returns positions of stars of luminosity greater than a
magnitude which is TBD.

The PGS Toolkit shall contain a tool that returns the Earth-Centered Inertial (ECI) vector from
the Earth to the Sun, Moon, and planets at a given time.

6.3.1.3 Coordinate System Conversion

PGSTK- 1050 The PGS Toolkit shall provide the following lower level coordinate system transformations:

a. spacecraft reference to orbital reference

b. orbital reference to Earth reference ellipsoid

c. Earth reference ellipsoid to spacecraft reference

d. Earth reference ellipsoid to Space Oblique Mercator (SOM)

e. Earth-Centered Inertial (ECI) to Earth-Centered Rotating (ECR)

f. ECR to geodetic

g“ ECI to spacecraft reference

h. each coordinate transformation will be hi-directional
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PGSTK-

PGSTK-

080 The PGS Toolkit shall provide the intersection of the instrument look vector in the spacecraft
reference frame with the earth reference ellipsoid at an arbitrary time.

060 The PGS Toolkit shall provide the sub-satellite point and ground track velocity vector at any
arbitrary time.

6.3.1.4 Geo-Coordinate Transformation

PGSTK- 1500 The PGS toolkit shall support the hi-directional transformation between coordinates in the
Cartesian ellipsoid refererice frame and the Space Oblique Mercator, Universal Transverse
Mercator, Polar Stereographic, and the Goodes Interrupted Homolosine Projections

PGSTK-

PGSTK-

501 The PGS Toolkit shall provide a tool to transform coordinates from Universal Transverse
Mercator to Space Oblique Mercator,

502 The gee-coordinate transformation tools shall support the transformation of multiple
coordinate vectors in a single call.

6.3.2 Math & Modeling Support Tools - Optional

PGSTK- 1245 The PGS Toolkit shall provide tools to accomplish various mathematical and statistical tasks
including, but not limited to:

a. Solution of linear algebraic equations, matrix manipulation, matrix inversion and
Eigenvalue decomposition.

b. Interpolation and extrapolation

c. Integration and evaluation of functions

d. Root finding

e. Determination of min/max of functions

f. Statistical description of data

f?. Fast Fourier Transforms and polynomial fits.

6.3.3 Constants and Unit Conversions - Optional

6.3.3.1 Math, Physical and Instrument Constants

PSGTK- 1520 The PGS Toolkit shall provide a means of accessing commonly used mathematical and
physical constants.

PGSTK- 1521 The PGS Toolkit shall provide a means of accessing constant values related to an instrument.

PGSTK-1522 The values of the parameters shall be capable of adjustment without recompilation of a PGE.

6.3.3.2 Unit Conversions

PGSTK-1530 The PGS Toolkit shall provide a means to perform unit conversions and parameter
translations.

PGSTK- 1531 The unit conversion tools shall transform multiple values in a single call.
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6.3.4 Graphics Support Tools - Optional

PGSTK-1410 The PGS Toolkit shall provide tools for producing graphics output from production software.

PGSTK- 1415 The PGS Toolkit shall provide tools for image processing; for map projections; correlations
and registration; filters; contrast enhancement. The PGS Toolkit shall provide tools to
compute statistics (mean, variance, etc. ) across pixels in a contiguous or non-contiguous area
of interest of an image.
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7. PGS Toolkit Specification

7.1 Introduction

In this section, we give a preliminary list of PGS Toolkit software tools which are allocated to the requirements in
Section 6 of this document. The following fields are provided: a name, a description of each tool, a list of input and
output files and parameters, a cross reference to the target Toolkit requirement(s) and a synopsis field (which in the
present preliminary version is left blank). This Section will grow into a design document which will be contained in
the initial Toolkit delivery. The design document will contain calling sequences and interface description of all tools.
See Section 8 for a proposed delivery schedule of Toolkit routines.

In this Section, it is assumed that ECS science software requests for system services, for system and resource
accesses, file I/O requests, error message transaction, metadata formatting, and geographic information data base
requests must be made through the Toolkit. Furthermore, this usage will be tested at integration time at the DAACS.
A listing of prohibited and allowed POSIX calls is provided in Appendix B. Other services such as scientific and
math library calls, will be provided by the Toolkit. However, in these latter cases, usage will not be enforced, but
encouraged.

In this section, we provide a list of tools allocated to the requirements in Section 6.

7.2 PGS Toolkit Tools - System Mandatory

7.2.1 File 1/0 Tools

This section describes the set of tools used to perform file I/0, including LO, HDF, and non-HDF (e.g. binary files)
format data.

Before getting into specific tool descriptions, we discuss the method by which the science software will obtain file
name identifiers from the PGS system.

The basic file I/O concept as provided by the Toolkit is based on programmer supplied logical names. These logical
names are bound to physical files at runtime through the PGS/SCF environments. The exact method of binding
depends on the file type and the mode of operation (production vs. developmentltest).

For example, in production mode, product, ancillary, and auxiliary files are staged by the schedule execution
subsystem (SES). The SES uses parameters provided by algorithm developers (through the algorithm integration
facility) to obtain the necessary data from the IMWDADS and bind it to the supplied logical name. The science
algorithm will need to be constructed to use this logical name in file open calls, and the PGS operational environment
will provide the runtime binding to support file access. Because the SES uses data availability in determining
algorithm “readiness”, dataset synchronization is handled external to PGE execution, and file open calls should
proceed unblocked.

In development and integration mode, this logical to physical binding is provided via a Unix-like “environment”,
which provides name-value pairs for resolving the logical-to-physical mapping.

Temporary files (ones that don’t require product generation and archiving) also use a logical naming scheme. In this
situation, the first open call will create a physical file bound to the supplied logical name. Future references to that
logical name will provide access to the newly created file.
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7.2.1.1 Level O Science Data Access Tools

This section describes tools which access raw science data contained in the Level Odata stream supplied by EDOS.
In the description below it is assumed that a granule is a minimal block of Level Odata which can initiate a Level 1
science production process. Spacecraft ancillary engineering data access tools are described in Section 7.2.5.

Tool Name: Open LO File

Description: This tool opens Level Odata sets.

Requirements: PGSTK-0190

Inputs: Filename

outputs: File handle

Status return value

Synopsis:

Tool Name: Close LO File

Description: This tool closes Level Odata sets.

Requirements: PGSTK-0190

Inputs: Fde handle

outputs: Status return value

Synopsis:

Tool Name:

Description:

Requirements:

Inputs:

outputs:

Read LO Granule

This tool is used to read Level O granules. It will include data from the end of the previous
granule and the beginning of the next granule, the amount from the ends determined by a delta
time.

PGSTK-0200, 0210, 0220

File handle

Time

Delta time: start/stop time

Ephemeris data

Level Odata

Validation data

Status return value

Synopsis:
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Tool Name: Read LO EDOS Accounting

Description: This tool handles the reading of Level O EDOS accounting information. This includes such
fields as file size, file type (Level Odata) and the number of packets in the file. The header will
vary depending on whether the data is regular, Level Oquicklook, or Level O retrieved from
the EDOS archive.

Requirements: PGSTK-0230

Inputs: File handle from open call

Information type (code)

outputs : Requested information

Status return value

Synopsis:

Tool Name: Read LO TRMM File

Description: This tool reads Level Odata from TRMM format data files.

Requirements: PGSTK-0240

Inputs: Fde handle

Start/stop time

outputs: LOdata

Validation data

Status return value

Synopsis:

7.2.1.2 HDF File Access Tools

This section lists tools which meet the requirements to read and write HDF (Hierarchical Data Format) files, which is
the ECS baseline standard file data format. An introductory description of HDF is given in Getting Started with
HDF, U. of Illinois, 1993.

It is assumed that HDF will include read and write access to netCDF, that netCDF has been incorporated into HDF.

Tool Name: Inspect HDF File

Description: This tool checks the contents of an HDF file.
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outputs: Data type(s) in the HDF file (RIS8, RIS24, SDS, Vset)

Number of data items for each data type

Status return value

Synopsis:

Tool Name: Get HDF Data Structure Info

Description: This tool provide detailed information about the structure of data items inside an HDF file.

Requirements: PGSTK-0271

Inputs: File handle

Data type (RIS8, RIS24, SDS, Vset)

Item selection (first, current, specific number)

outputs: Size and structure of data item (image size and type, presence and type of image palette, type
and size of SDS, size of Vset - indication if Vset contain Vset data type)

Status return value

Synopsis:

The following group of tools address the general read and write requirements for HDF file access routines. These
routines will access HDF files of Level 1-4 and browse data, and support the writing of quicklook data to HDF files.
Detail is provided about the types and sizes of data items to be transferred during read and write operations.

Tool Name: Read HDF File

Description: This tool will read HDF files to allow access to Level 1-4 and browse products.

Requirements: PGSTK-0250, 270, 290, 300, 320

Inputs: File handle

Type of item (image, data set, partial data set, annotation)

Destination of read operation, conversion type (destination format)

Number of items

outputs: Requesteddata(data sets, partial data sets, run ID, standard product ID)

Status return value

Synopsis:

Tool Name: Write HDF File

Description: This tool will write to HDF files, to allow storing of Level 1-4, browse, and quicklook
products.
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Requirements: PGSTK-0250, 0270, 0290, 0300, 0320

Inputs: File handle, access mode (write, append, update), run ID, standard product ID

Type of item (data set, partial data set, array, Vset, storage format)

Items properties (size, rank, format)

Data items

outputs: Status return value

Synopsis:

Tool Name: Select HDF Data Item

Description: This tool selects a data item in an HDF file which contains multiple data items of the same
type.

Requirements: PGSTK-0250, 0270, 0290, 0300, 0320

Inputs: File handle

Type of item (data set, partial data set, array, Vset)

Data item selector (first, next, item number, search for ID)

outputs: Item number, (sets HDF toolkit item indicator to selected item)

Status return value

Synopsis:

Tool Name: Send Product Availability Notice

Description: This tool provides a mechanism to notify personnel at the SCF that a data product is ready.

Requirements: PGSTK-O31O

Inputs: Identification of new HDF file (filename, annotation, contents list, date and time)

outputs : Status return variable

Synopsis:

7.2.1.3 Non-HDF File Access Tools

These tools shall be wrappers around standard language-specific file I/O routines, including as additional
functionality such items as directory and file name concatenation, for example.

Tool Name: Open Non-HDF File

Description: This tool opens a non-HDF file.
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Requirements: PGSTK-0360

Inputs: File name (assumed to be a logical name)

Access mode (read only, write only, read/write, append)

outputs: File handle

Status return variable

Synopsis:

Tool Name: Close Non-HDF File

Description: This tool closes a non-HDF file.

Requirements: PGSTK-0360

Inputs: File handle

outputs: Status return variable

Synopsis:

Tool Name: Get Formatted Data from Non-HDF File

Description: This tool reads from a non-HDF file and converts output to a specified format.

Requirements: PGSTK-0360

Inputs: File handle

Data input (quicklook file, text file, binary file, image)

Conversion type (input format, output format)

Number of items

Location in program memory where data items shall be stored

outputs: Data output (stored in program memory)

Status return variable

Synopsis:

Tool Name: Write Non-HDF File
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Description: This tool writes to a non-HDF file.

Requirements: PGSTK-0360

Inputs: File handle

Data input (amays, variables from program memory)



outputs:

Synopsis:

7.2.1.4 Metadata

Type (character, string, record, binary), size of data item

Number of items

Data output (quicklook file, text file, binary file)

Status return variable

Tool Name: Access Metadata File

Description: The association of metadata with scientific data sets is essential to promote the long-term
usage of the data set in order to facilitate parameter-based data searches which identify those
parts of a data set that have characteristics relevant to a user query. The scope and long-term
objectives of the EOS mission necessitate full documentation for every ECS-standard product.

Several forms of metadata will exist in the ECS. Metadata will be included in the product
itself as a permanent descriptor or the product. A subset of the metadata in the product will
also be loaded in the IMS. This will be achieved through the generation of a metadata file
during science processing which can be automatically loaded into the IMS

The metadata attributes will be partially defined by IMS requirements and partly by the science
requirements. It is assumed that there will be a standard set of ECS metadata attributes, some
instrument specific parameters and some product specific attributes. The current baseline
attributes are listed in Tables C-10 and C-11 of the Functional and Performance Requirements
Specification.

A science algorithm will use the PGS toolkit to place the required attributes into a standard
record structure for output to a metadata file or for input into the ECS standard format product
itself. The required content will be the standard ECS metadata attributes and a significant
amount of configuration information relating to the ancillary data files used in the processing
to provide an audit trail. This configuration information will be generated automatically and
will not require parameters to be generated from within the algorithm code.

The metadata file will have a defined format and the toolkit will support the initialization,
creation and termination of this type of file. The output metadata files are intended for
ingestion into the INN, but will not be passed to the IMS by the PGS toolkit; this process will
occur at the end of processing. The PGS toolkit will also support updating of records written
to the metadata file.

Requirements: PGSTK-0370,0380, 0390,0400,0410,043 O,O44O,O45O

Inputs: type of action (open, write, update, position, terminate, close); destination (metadata file, ECS
standard product file); program variables/constants

outputs: complete record for writing to metadata file or ECS standard product file; metadata file;
error/status
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Notes: The design for this set of tools can only be established once the standards for metadata
attributes, and IMS update procedures have been defined. Since this definition is likely to
evolve, early releases of the toolkit may not produce the metadata files in the final format to be
used for ECS. Output of metadata to an ECS standard product file will use the PGS Toolkit
functions for writing to such a file.

7,2.1.5 Data Quality Assurance

The nature of the data quality assurance (Q/A) information, and the means of its generation, is expected to vary
significantly among products. The tools proposed here will not themselves evaluate Q/A information, but will supply
means for writing that information.

There is no requirement for tools to read Q/A data files, as that is the province of the science software. Q/A flags and
graphics files will be supported by read tools; however, see Section 7.3.4.

Tool Name: Send Q/A Flags

Description: This tool will output Q/A flags to either a file (append), the SCF or the DAAC.

Requirements: PGSTK-0490, 0500, 0510

Inputs: Destination type (file append ISCF notify I DAAC notify)

Destination specification (file handlel SCF address IDAAC address)

Q/A flags

outputs: Status return value

Synopsis:

Tool Name: Write Q/A to Graphics File

Description: This tool will write Q/A information to a graphics file.

Requirements: PGSTK-0490, 0510

Inputs: File handle

QIA data

outputs: Status return value

Synopsis:

Tool Name: Write Q/A to HDF File

Description: This tool will write Q/A information to a standard products file.

Requirements: PGSTK-0490, 0510

Inputs: File identification
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Q/A flags

outputs: Status return value

Synopsis:

7.2.1.6 Temporary Files

A temporary file is a file which may exists for the duration of a single PGE, or may exist for some indeterminate time
beyond the termination of the PGE which created it. Normally this file will be deleted following successful
termination of a PGE. However, in some cases it may be advantageous for future processing to utilize this
temporary data.

All tools referenced above in the section entitled “Non-HDF Files” will be available for the user to access a temporary
file. Additionally, the following tools provide for more esoteric file operation requirements.

Tool Name: Delete Temporary File

Description: This tool will allow the deletion of a temporary file.

Requirements: PGSTK-0520

Inputs: Fde identification

outputs: Status return value

Synopsis:

Tool Name: Create Temporary File Name

Description: This tool will generate a unique temporary file name.

Requirements: PGSTK-0530, 0540

Inputs: Duration

outputs: File name (assumed logical)

Status return value

Synopsis:

Notes: The duration of the temporary file will default to the PGE life span, unless other directives are
given. These directives may be in the form of a number of days, or a duration model (i.e.
SHORT, MEDIUM, LONG).

The PGS system may impose restrictions on the number and/or size of temporary files that a PGE can generate, and
on the duration of their existence at the DAAC.

7.2.1.7 Miscellaneous Tools

The tools described in this section include file-naming tools and quicklook file send tools.
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Tool Name: Create Standard File Name

Description: This tool will generate an ECS standard file name.

Requirements: PGSTK-0550

Inputs: Science software program identification ID

File version ID

Date

Time

outputs: ECS standard file name

Status return value

Synopsis:

Tool Name: Repackage Quicklook Data

Description: This tool will repackage an indicated part of the LO or L1 data stream for transmission to the
SCF as quicklook data.

Requirements: PGSTK-0570

Inputs: File handle for LO or L1 data

outputs: Status return value

Synopsis:

7.2.2 Error/Status Reporting Tool Requirements

The purpose of these tools is to propagate status information within a PGE executable to facilitate the error handling
process and the communication of status information to various monitoring authorities and event logs.

In order to detect and report on error and status conditions in a consistent manner, standardized status messages and
status codes must first be established. These status codes will be unique across the entire PGS system to ensure that
there will be no ambiguous status conditions. In fact, the PGS Toolkit routines will contain a collection of status
codes and associated status messages for describing the state of each Toolkit routine. In order to inform a calling
unit about its exit state, each Toolkit routine will set a status message, and assign a status code to the return value.
Based on its interpretation of this return value, the calling unit may elect to perform some error handling. As part of
this procedure, the user should be able to either propagate the existing status code up the calling hierarchy, or set a
more informative status code and message to represent the outcome of any error handling attempt.

Upon detection of an error state, it will be advisable to report on the existing error prior to performing an error
handling procedure. The content of these reports may include a user-defined message string, additional information
which uniquely identifies the environment in which the error occurred, as well as information relating to an action
about to be taken in response to the error condition. The method for reporting this information will involve the
retrieval of a pre-set status message and subsequent transmission of that message to the appropriate destinations.

Tool Name: Set Static Status Message
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Description: This tool will provide the means to set a user-defined error/status code and message in
response to the outcome of some segment of processing.

Inputs: Mnemonic error/status code

outputs: none

Requirements: PGSTK-0580, 0590

Synopsis:

Notes: This tool should be used within the error handling section of a program module. The return
value from the module should be the same as the last status code that was set in that module.
This will enable calling modules to retrieve the status message set in the previously called
module.

Tool Name:

Description:

Inputs:

outputs:

Requirements:

Synopsis:

Notes:

Set Dynamic Status Message

This tool will provide the means to set user-defined errorlstatus code and message in response
to the outcome of some segment of processing. Additionally, this tool will accept variable
runtime information, to be embedded within the associated message string. The number of
variables is only limited by the number indicated by the message template. The message
template may contain variable place holders which get substituted at runtime through the use
of this tool.

Mnemonic error/status code

Variable number of runtime values

none

PGSTK-0580, 0590, 0650

This tool should be used when setting an error status in order to incorporate runtime variables
that are currently in scope (i.e. local variables in the called module).

Tool Name:

Description:

Inputs:

outputs:

Requirements:

Synopsis:

Set Error Action

This tool will provide the means for the user to attach a string to an error message to indicate
an action that will be taken in response to an existing error condition. This tool should be
used prior to the error reporting and exception handling phases normally associated with an
error condition.

Mnemonic error/status code

String specifying action taken.

none

PGSTK-0580, 0590, 0650
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Notes: The action string represents static information to be passed along during status reporting.

Tool Name: Get Static Status Message

Description: This tool will provide the means to retrieve a pre-defined message string that is associated
with the error/status code.

Inputs: Mnemonic error/status code

outputs: Associated message string

Requirements: PGSTK-0580, 0590, 0600

Synopsis:

Tool Name:

Description:

Inputs:

outputs:

Requirements:

Synopsis:

Notes:

Get Dynamic Status Message

This tool may be used to generate a runtime specific message from a pre-defined message
template. The number of variables is only limited by the number indicated by the message
template. The message template may contain variable place holders which get substituted at
runtime through the use of this tool.

Mnemonic error/status code

Variable number of runtime values

Associated message string containing runtime values

PGSTK-0580, 0590, 0600

This tool should be used when retrieving an error message, in order to incorporate runtime
variables that may not have been in scope at the time the error status was set (i.e. local
variables in the calling module).

Tool Name:

Description:

This tool may be used
run.

Inputs:

outputs:

Requirements:

Synopsis:

Send Status Report

to effect the transfer of errorkatus messages to key monitoring authorities during a production

Complete error/status message string

List of network aliases

Status return value

PGSTK-0580,0590,0600
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Notes: It is assumed that the Toolkit will have access to network destination addresses mapped to
alias names (for example, by a CSMS directory service). The Toolkit can access this file prior
to transmission of a status report.

Tool Name: Create Message Tag

Description: This tool may be used to generate a unique message identifier. This identifier maybe attached
to error/status message strings to facilitate tracking of error/status messages to a module of
code within a product executable, for a unique production run.

Inputs: Production run id

Product id

Science software program id

Software Unit id

outputs: Unique message identifier label

Requirements: PGSTK-061 o

Synopsis:

Notes: If more than one product is being generated from the same PGE, then the appropriate Product
Id must be used as input to this routine when called from within the science software.

TOO1 Name: Get Instrument Name

Description: This tool may be used to recover the instrument name from an error/status code.

Inputs: String representation of mnemonic status code

outputs: Instrument name

Requirements: PGSTK-0620

Synopsis:

Notes: The user will construct the error/status codes in a manner which incorporates, as a prefix, a
pre-defined instrument code.

Tool Name: Send Runtime Data

Description: This tool will provide a means for the user to transmit a package of runtime data to the SCF in
the event of an unhandled system exception. This package may contain status/error logs and
volatile temporary files that may be useful for discerning the problem which may have initiated
the exception. This tool may only be invoked once for a given process.

Inputs: List of temporary files& error logs

Network alias of SCF

outputs: Status return value
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Requirements: PGSTK-0630

Synopsis:

Notes: It is assumed that the Toolkit will have access to network destination addresses mapped to
alias names (for example, by a CSMS directory service).

Tool Name: Generate Status Report

Description: As part of the error/status log file update, this tool will invoke a routine to generate a message
identifier which will be incorporated into the message string being written to the file. Once the
complete message string is assembled, it will be written to the specified error/status log file.

Inputs: Name of error/status log file

Error/status message string

Production run id

Product id

Science software program id

Software Unit id

outputs: Status return value

Requirements: PGSTK-0650

Synopsis:

Notes: Information regarding error type, variable data, and action taken should already be part of the
input message string.

7.2.3 Process Control Tools

The tools described in this section will be used primarily in the early stages of a PGE to refine the characteristics if a
particular production run.

Examples are tools which: allow runtime information (e.g. dimensions of input data sets) to be passed to the PGE
from the scheduling system, generate identifier labels based on environmental and PGE specific data, and will be
used by the developer to determine constraints which have been imposed by the PGS system and which may affect
the normal processing of a PGE.

Tool Name: Generate Product ID

Description: This tool may be used to generate a unique product identifier. This identifier maybe attached
to file metadata to facilitate tracking of production output.
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Product id

Science Software program id

outputs: Unique product identifier

Status return value

Requirements: PGSTK-1280

Synopsis:

Notes: If more than one product is being generated from the same PGE, then the appropriate product
ID must be used as input to this routine when called from within the science software.

Tool Name: Get Configuration Data

Description: This tool may be used to import runtime configuration parameters into the PGE. Some of
these configuration parameters may be specified by the PGE while others may be specified by
the scheduling system.

Inputs: none

outputs: Configuration parameters

Status return value

Requirements: PGSTK- 1290

Synopsis:

Notes: (see requirement PGSTK- 1290 in section 6 for examples of configuration parameters)

Tool Name: File Availability and Validity Query

Description: This tool may be used to extract information from the DAAC concerning the availability of
PGE input files and the value of validity flags associated with the Q/A of input product data.

Inputs: Query statement

outputs: Query results

Status return value

Requirements: PGSTK-13 10

Synopsis:

7.2.4 Memory Management Tools

Tool Name: Allocate Memory
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Description:

Inputs:

outputs:

Requirements:

Synopsis:

Notes:

This tool may be used to allocate dynamic memory for a new data structure. Pre-defined
limits will be imposed on the amount of memory that may be allocated at any one time, or to
any one process.

Size of elemental data type

Number of elements for which memory is being requested

Pointer to new memory buffer

Number of elements for which memory has been allocated

Status return value

PGSTK- 1240

The tool will control the amount of memory that may be allocated at any one time.

Tool Name: Re-allocate Memory

Description: This tool may be used to reallocate dynamic memory in order to increase the size of an
existing data structure. Pre-defined limits will be imposed on the amount of memory that may
be reallocated at any one time, or to any one process.

Inputs: Pointer to original memory buffer

Size of elemental data type

outputs:

Number of additional elements for which memory is being requested

New Pointer to enlarged memory buffer

Number of additional elements for which memory has been allocated

Status return value

Requirements: PGSTK-1240

Synopsis:

Notes: The tool will control the amount of memory that maybe allocated at any time.

Tool Name: De-allocate Memory

Description: This tool may be used to de-allocate memory that was previously allocated.

Inputs: Pointer to memory buffer

outputs: none

Requirements: PGSTK- 1240

Synopsis:
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Notes: The tool can be used to free previously allocated memory that is no longer needed. These may
be simple calls to standard C library functions such as malloc and free, but with checks on the
actual machine memory available for (1). The usage of malloc, for example, may be limited.

7.2.5 Ancillary Data Access and Manipulation Tools

Ancillary data are defined in the ECS Functional Specification as any data other than Standard Data Products used in
processing. This covers data from internal sources such as orbit ephemeris, spacecraft engineering data and
calibration files and those from external sources such as meteorological data and DEMs. Standard products from
other instruments strings may also be viewed as ancillary when used as support data. A further breakdown of
relevance to understanding requirements is between essentially static data against dynamically changing data values.
The requirements for and handling of ancillary data is viewed in 4 categories derived from this breakdown:

● Dynamically changing data from inside the EOSDIS [e.g. orbit ephemeris, instrument engineering data,
products from other instruments]

● Static data from inside the EOSDIS [e.g. calibration files, look-up tables]

● Dynamically changing data from outside the EOSDIS [e.g. meteorological data from NOAA, radiances from
GOES]

● Static data from outside the EOSDIS [e.g. DEMs, land-sea databases]

Access to the information will be in response to an algorithm request in the form of a pointer to a parameter in a data
file. This pointer may take the form of a latitude and longitude or a similar two dimensional or three dimensional
pointer. Time could also be a means of specifying the location of a required parameter value in the data set. An
extension to this is a request for an area or the earth’s surface, a volume of the atmosphere or a time period. This
functionality might be used if efficient access to the data is required, or if differing interpolation methods are desired
from those provided by the PGS Toolkit. For example, where repeated access to data from a small area is required
by an algorithm, then receiving the whole area into memory from the ancillary file rather than calling the toolkit
routine each time a value is required may dramatically reduce computer resource usage.

The functional requirements and data sets references in section 6.2.5. were derived from three sources; namely the
Functional and Performance Requirements Specification for the EOSDIS Core System of 16th February 1993;
secondly a requirements gathering exercise undertaken with instrument team representatives and finally the result of
internal analysis.

A list of ancillary data files for which interfaces will be provided must be agreed and placed under configuration
control as it is likely to change often as the algorithm designs evolve. The list should contain attributes associated
with the data sets and their usage by the algorithms which allows effective modeling of the data ingest process and
support of the toolkit design process. This configured list need not apply to static files from internal sources (e.g.
algorithm calibration and control files) since they are associated with a single algorithm, are delivered to the DAAC
with the algorithm and are configured as part of the algorithm. These latter types of ancillary files must be in one of
the formats supported by the I/O functionality in the PGS toolkit.

The interfaces for ancillary data should be flexible to deal with additional data set requirements with minimal change.
There will be two levels of interface functionality; firstly a set of low level functions providing functions such as
open, close, input, output and simple search. These functions may be applied to most or all of the ancillary data sets
required for access. The second level of functionality includes functions specific to particular data sets which require
more complex manipulations. The number and extent of these more complex interfaces will only emerge as the
algorithm designs evolve to an appropriate level of detail.
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7.2.5.1 Dynamic ancillary data from internal sources.

Tool Name:

Description:

Requirements:

Input:

output:

Notes:

Synopsis:

Access Engineering and Ephemeris Data

This tool(s) will provide interfaces to the ‘internal’ ancillary data for which the requirements in
most cases will be the same for all algorithms; e.g., the requirements for orbit ephemeris are
much the same in all PGS processing strings (see section 3.3.3 for an explanation of strings).
The manipulations implied are relatively complex and need to be consistent throughout ECS.
There may be several tools required having interfaces similar to that described below.

PGSTK-0730, 1251, 1252, 1253, 1254, 1255, 1256, 1257, 1258, 1259, 1260, 1261, 1262,
1263,0730

type of ancillary data required; type of manipulation required (e.g. interpolation, extrapolation,
averaging); location of required data; precision of data and calculations required (e.g.
reconstituted orbit, full geolocation or time translation only).

value or values resulting from manipulation of data; error/status

Specific requirements for manipulations and other aspects of this type of data are dealt within
greater depth elsewhere in this document (section 7.3.1.)

TOO1 Name:

Description:

Requirements:

Input:

output:

Notes:

Access other EOS Products

Products from EOS instruments used as ancillary data in algorithms related to other
instruments also fall into this category and are assumed to be delivered in ECS standard
format. Table C-6 of the Functional and Performance Requirements Specification implies
both general and specific requirements for products to act as ancillary inputs to various strings
(section 6.2.5.1.)

This interface tool(s) will provide an interface to these products which will be the same for all
strings. The use of standard ECS formats means that a small set of interface functions can
deal with all possible formats (e.g. HDF raster or table). Generic I/O parameters are outlined
below which should be similar for all of the necessary tools.

PGSTK-1251

ECS product identified ECS standard format type; location (in space and time) of required
parameter value, parameters or values (i.e. multiple parameter and value extractions are
permitted); type of manipulation required.

value of parameter or values of parameter or parameters; error/status.

The most common manipulation is likely to be interpolation or extrapolation in space and/or
time. The processing strings to which the ancillary data are input are all related to TRMM,
EOS-AM1 spacecraft or the AIRS instrument. Input ancillary data are provided by various
instruments including those on these and additional spacecraft.

Synopsis:
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7.2.5.2 Static ancillary data from internal sources.

Tool Name: Access Algorithm Ancillary Data Files

Description: There is no specific level 3 requirement covering this category of data apart from statements
about the input to the PGS of calibration coefficients. No further requirements from
instrument teams sources were identified. However, this case is relatively simple and should
be covered by general I/O tools provided by the PGS Toolkit.

These data files are usually relatively small in volume in comparison with products and other
types of ancillary data. There may be several associated with each algorithm. The number of
these files will not be limited by a configured list since changes and additions are likely
throughout algorithm development and updates. It will be necessary to limit the formats to
ECS standard and ASCII only; i.e., to those formats which can be accessed using standard
PGS toolkit I/O functions.

Requirements: PGSTK- 1265

Input: data file name; location of required parameter value or values; format of required parameter.

output: value(s) of parameter(s) ;data file version number: error/status.

Notes: A useful form for control and calibration files is the PARAMETER=VALUE format. If this
special type of ASCII format is adopted by the algorithm developers, it may be efficient to
extend the PGS Toolkit requirements to handle this format appropriately.

Synopsis:

7.2.5.3 Static auxiliary data from external sources

Tool Name: Access data base of static geophysical data sets

Description: Data sets derived from external sources are often used by several algorithms and/or
instruments. By grouping the requirements together, a general interface for static data set
access can be proposed. The principal design elements of this interface must be to determine
the formats of the data; i.e., raster, vector, table or something more complex. The integrity
and qualities of the data must be considered when making this decision. In addition, PGS
resource constraints and the characteristics of routines calling the interface(s) must be
considered. For example, repeated access to a land-sea data set for sub-satellite point surface
type definition requires that data be structured and accessed efficiently for single point
extraction. Wider area extractions may require different interface characteristics and data set
structure. The interface found below is generic. It may be necessary to develop several tools
to cover these requirements.

Requirements: PGSTK-0840, 0850, 0870, 0980, 1000, 1030, 1040, 1070

Input: Data set name or names; location (in space) of required value or location or extremities of grid
or volume to be extracted; manipulation required.
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Notes: No time input is necessary here. The output arrays would contain parameter values for the
grid or volume requested which could be placed in memory for further rapid access or
manipulations by the calling algorithm. It is recognized that this list of static data set
requirements is likely to evolve as the algorithm design advances.

Synopsis:

7.2.5.4. Dynamic ancillary (external) data

Tool Name:

Description:

Requirements:

Input:

output

Synopsis:

Notes:

Access dynamically changing data from external sources

Dynamic data sets data require access by time as well as spatial location. The data sets below
are complex in structure. Access to them will probably require a number of PGS tools. The
critical issue here is the extent to which these data are prepared from their originating format
and structure to be suitable for use in the algorithm calling the interface. It will be necessary
for the incoming data to be unpacked from native format, restructured, re-ordered and output
in ECS standard or other agreed intermediate format. The PGS toolkit routine will then access
this intermediate format at the request of the algorithm requiring the data.

Requirements implied by Tables C-6 and E-1 of the Functional and Performance
Requirements Specification (NAS5-60000 Attachment B) indicate a number of ancillary data
sets. Most of these are correlative or for algorithm development or are required pre-launch
only and therefore are not the concern of the PGS Toolkit. However, a number are ancillary
data inputs to the PGS and are required post launch. Most of these are dynamic in nature (i.e.
routinely updated) and these are listed as requirements here. These may require one tool per
data set although several data sets may be accessible through one tool interface. The generic
interface for all tools is found below.

PGSTK-0921 , & 0922,0923, 0924, 0925,0926, 0927, 0928,0929, 0931, 1370.

Data set name or names; location (time and space) of required value or location or extremities
of grid or volume or set of time windows to be extracted; manipulation required (e.g..
interpolation).

Value of parameter at location or array(s) of values for grid, time windows or volume for each
data set accessed; error/status

The granuhuization of the incoming data is variable and the reorganization within the ECS is
TBD-. It is likely that similar parameters from one source will be grouped on a global or
regional basis covering set time periods (e.g. 6 hours). The time location of the required
value is then the key to the granule. It is recognized that this list of dynamic ancillary data set
requirements is likely to evolve as the algorithm design advances.

7.2.6 Time and Date Conversion Toois

The ability to easily and accurately convert between different representations of time is crucial to EOS science data
processing. The time and date conversion routines in the PGS Toolkit will convert between spacecraft time,
ephemeris time, UTC and Julian date, as well as converting binary values to and from their corresponding ASCII
format values. Time values are converted for use in science software and as parameters when performing geo-
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coordinate transformations. In addition, converting time parameters to ASCII or to other more easily read formats
facilitates the time values being added to metadata and to various processing logs in a human-readable form.

The spacecraft, UTC and ephemeris times and Julian dates used as input and output for these time and date
conversion routines will be in Consultative Committee for Space Data Systems (CCSDS) standard time code
formats. These formats are described in CCSDS 301 .O-B-2, Time Code Formats, April 1990, Consultative
Committee for Space Data Systems, Washington, DC. Specifically, EOS Spacecraft time codes are anticipated to be
64-bit values in the CCSDS day segmented (CDS) code format. This CDS time code is comprised of 16-bits
representing the number of days since a reference epoch, 32-bits representing milliseconds of the day, and 16-bits

representing microseconds, resulting in a resolution of approximately 15 vs. ASCII representations of time values
will be in the CCSDS ASCII calendar segmented time code format.

Tool Name: Convert Time

Description: This tool converts binary time values in one system to binary values in three other time
systems.

Requirement: PGSTK-1170

Inputs: Binary time parameter, fill values for the three parameters to be returned

Desired ephemeris reference epoch (e.g. J1950, J1958, J2000)

Desired Julian reference epoch (e.g. J1950, J1958, J2000)

outputs: Three converted time values, which will be leap second corrected as necessary

Status return value

Synopsis:

Tool Name: Convert Binary Time to ASCII Time

Description: This tool converts binary time values to ASCII time values.

Requirement: PGSTK- 1170

Input: Binary time value

output: ASCII time value

Status return value

Synopsis:

Tool Name: Convert ASCII Time to Binary Time

Description: This tool converts ASCII time values to binary time values.

Requirement: PGSTK- 1170

Input: ASCII time value
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output: Binary time value

Status return value

Synopsis:

Tool Name: Convert Ephemeris Time Between Epochs

Description: This Tool converts an ephemeris time in one reference epoch to an ephemeris time referenced
to a different epoch.

Requirement: PGSTK- 1215

Inputs: Ephemeris time parameter

Current ephemeris reference epoch (e.g. J1950, J1958, J2000)

output:

Synopsis:

Desired ephemeris reference epoch (e.g. J

Ephemeris time in new reference epoch

Status return value

950, J1958, J2000)

Tool Name: Convert Julian Date Between Epochs

Description: This Tool converts a Julian date value in one reference epoch to a Julian date value referenced
to a different epoch.

Requirement: PGSTK- 1220

Inputs: Julian date parameter

Current Julian reference epoch (e.g. J1950, J1958, J2000)

Desired Julian reference epoch (e.g. J1950, J1958, J2000)

outputs: Julian date value in new reference epoch

Status return value

Synopsis:

Notes: Errors due to incorrect or out of range inputs or outputs will be trapped by these PGS Toolkit
routines. Likewise, these routines will return an error status if any required conversion files
or tables are missing or corrupted. Status conditions not related to errors will also be returned
to provide confirmation of a successful time conversion.

Tool Name: Convert to Foreign Platform Time

Description: This Tool accesses the spacecraft time difference file for foreign platforms.

Requirement: PGSTK-1211
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Inputs: Time difference file name

Local spacecraft time

outputs: Foreign spacecraft time

Synopsis:

Notes: The spacecraft time difference file is assumed to be provided externally.

7.3 PGS Toolkit Tools - Science

The tools described in this Section are designed to standardize certain science data and constants function calls. Their
usage is encouraged for purpose of producing uniform products across the system and for reuse of products in
subsequent processing. Usage will be assessed at integration time at the DAACS by a combination of automated code
checkers and manual review.

7.3.1 Heavenly Body and Spacecraft Position Access Tools - Mandatory

These tools are required to provide commonality and interoperability between data products of various EOS
disciplines. Included here are heavenly body (Sun, Moon, major planets and bright stars), geolocation and spacecraft
ephemeris access as well as coordinate system conversion routines. It is possible that many of the tools presented
here will be heritage code or COTS software.

7.3.1.1 Spacecraft Ephemeris and Attitude Data Access Tools

Tool Name:

Description:

Requirements:

Inputs:

outputs:

Synopsis:

Notes:

Get Ephemeris and Attitude

Provides access to spacecraft ephemeris and attitude data for a given time. The tool reads the
ephemeris and attitude file, then interpolates the state vectors and spacecraft attitude to the
specified time. If a range of times and a desired frequency of these times is specified as input,
then vectors of corresponding positions, velocities and attitudes is returned. A flag that
indicates reliability of the orbit and attitude data is also returned.

PGSTK-0720, 0740, 0710

Time or time range (UTC or spacecraft clock)

State vector/attitude frequency (if range specified)

Spacecraft identifier

Earth-Centered Inertial (ECI) position and velocity vector at the given time, or at specified
time intervals within range

Attitude at the given time, or at specified time intervals within range

Orbit/attitude reliability flag, one for each time if multiple times requested

The tool does not provide instrument pointing information since in most cases this will be a
direct coordinate transformation from the spacecraft attitude; in cases where this is not true,
the science software developers will be in the best position to provide the correction.
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The specification for reliability of orbit and attitude is assumed to be provided by TBD.

It is assumed that instrument attitude with respect to the spacecraft is constant for a given
launch; this assumption needs to be revalidated for platforms deployed subsequent to the
EOS-AM platform.

7.3.1.2 Heavenly Body Position Access Tools

Tool Name: Get Earth to Planetary Body ECI Vector

Description: Computes the Earth-Centered Inertial (ECI) frame vector from the Earth to the Sun, Moon, or
planets at a given time, or range of time(s).

Requirements: PGSTK-0800, 0790

Inputs: UTC time(s) and date(s)

Planetary body flag, which indicates whether Sun, Moon, and/or indicated planet position(s)
is desired

outputs: Earth-Centered Inertial (ECI) vector(s) from earth center to the Sun, Moon, or planet

Synopsis:

Notes: Sun, Moon and planetary ephemerides are assumed to be provided via standard astronomical
tables.

Tool Name: Get Solar Time and Coordinates

Description: Computes local solar time, and right ascension and declination of the Sun, for a given
standard time and position on the surface of the Earth.

Requirements: PGSTK-0760, 0750

Inputs: UTC time

Position on the surface of the Earth (latitude or co-latitude, longitude)

outputs: Local solar time

Solar right ascension and declination

Synopsis:

Notes: The declination is equivalent to the latitude of the sub-solar point; the difference between right
ascension and longitude is Greenwich Mean Solar Time.

For example, the solar position will be used to calculate the relationship between the solar
illumination and the sensor viewing geometry.

Tool Name: Day/Night Indicator

Description: Determines whether a given point on the earth is in day or night, at a given time.
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Requirements: PGSTK-0860, 0750, 0930

Inputs: UTC time and date

Position on the surface of the Earth (latitude or co-latitude, longitude)

outputs: Flag to indicate whether point is in day or night

Synopsis:

Tool Name: Get Greenwich Meridian ECI Coordinates

Description: Computes the inertial position of the Greenwich meridian for a given time and position on the
surface of the Earth.

Requirements: PGSTK-0900, 0750, 0930

Inputs: UTC time

Latitude or co-latitude and longitude

outputs: Vectors with Earth-Centered Inertial (ECI) coordinates of the Greenwich meridian

Synopsis:

Tool Name: Heavenly Body in Field-of-View Indicator

Description: Given instrument parameters, returns a flag to indicate whether any of the major heavenly
bodies (Sun, Moon, planets or stars with magnitudes greater than TBD) are in the instrument
field-of-view.

Requirements: PGSTK-0780

Inputs: Instrument look vector

Instrument identifier

outputs: Flag which indicates which one, if any, planetary body is in the instrument field-of-view

Synopsis:

Notes: Sun, Moon and planetary ephemerides, as well as major star locations, are assumed provided
externally.

Half-angle of instrument field-of-view and instrument to platform transformation, as well as
minimum star luminosity may be determined from a look-up table of static instrument data,
assumed to exist.

Tool Name: Get Bright Star Positions

Description: Returns the position of all stars with luminosity greater than TBD.

Requirements: PGSTK-0820, 0790

Inputs: None

outputs: Vectors of Earth-Centered Inertial
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Vector of star identifiers

Notes: A table of major star locations are assumed provided externally.

Minimum star luminosity is TBD.

Synopsis:

Tool Name: Get Greenwich Hour Angle

Description: Returns the Greenwich Hour Angle, or hour angle of the Greenwich meridian in the Earth-
Centered Inertial (ECI) frame, at a given time.

Requirements: PGSTK-0770

Inputs: UTC time

outputs: Greenwich Hour Angle

Synopsis:

7.3.1.3 Coordinate System Conversion Tools

Tool Name: Transform Between Reference Frames

Description: Transforms between reference frames.

Requirements: PGSTK- 1050, 1100, 0930

Inputs: Coordinates in original reference frame

Identifier of coordinate reference frame transformation to perform

+1, spacecraft reference to orbital reference

-1, orbital reference to spacecraft reference

+2, orbital reference to Earth reference ellipsoid

-2, Earth reference ellipsoid to orbital reference

+3, Earth reference ellipsoid to Space Oblique Mercator (SOM)

-3, SOM to Earth reference ellipsoid

+4, Earth-Centered Inertial (ECI) to Earth-Centered Rotating (ECR)

-4, ECR to ECI

+5, ECR to geodetic

-5, geodetic to ECR

+6, spacecraft reference to ECI

-6, ECI to spacecraft reference

outputs: Coordinates in target reference frame
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Synopsis:

Tool Name: Get Field-of-View Footprint

Description: Computes the projection of the instrument field-of-view on the earth.

Requirements: PGSTK-108O, 0750, 0930

Inputs: Instrument look vector

Instrument identifier

UTC time and date, or spacecraft time

outputs: Latitude (or co-latitude) and longitude of the near and far swath of the intersection of the
instrument look vector with the earth’s surface

Synopsis:

Notes: Half-angle of instrument field-of-view and instrument to platform transformation are
determined from a look-up table of static instrument data, which is provided by TBD.

Tool Name: Get Sub-Satellite Point Position

Description: Returns the position and velocity vector of the sub-satellite point (“pierce point”), or nadir of
the satellite on the earth’s surface.

Requirements: PGSTK-106O, 0950, 0750, 0930

Inputs: UTC time and date, or spacecraft clock time

outputs: Latitude or co-latitude, longitude, and velocity vector of sub-satellite point

Synopsis:

Notes: Spacecraft ephemeris access is required for this tool.

7.3.1.4 Geo-Coordinate Transformation Tools

Tool Name: Map Projection

Description: These tools are required to provide the transformation from the Cartesian reference ellipsoid
frame coordinates provided by the geolocation functions to some pre-defined geographic plane
coordinate systems (map projection). Four projections have been identified as requirements:
Space Oblique Mercator, Universal Transverse Mercator, Polar Stereographic, Goodes
Interrupted Homolosine Projection.

To allow for a large number of values to be transformed quickly, these tools will accept arrays
of input vectors (x, y) for transformation. It is assumed that the algorithm will provide an
array of vectors to the tool in a single call and will receive the transformed vectors on return.
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The transformations for each projection will be hi-directional. A direct hi-directional
conversion from the Space Oblique Mercator to the Universal Transverse Mercator will be
provided.

Requirements: PGSTK- 1500,1501,1502

Input: number of coordinate values to be transformed, array of coordinates in the original coordinate
system, original coordinate system code, transformed coordinate system code

output : array of transformed coordinates, error/status

Synopsis:

Notes: The coordinate transformation will be based on the map projections specified by the USGS. t
is recognized that the requirements for map projections may evolve as the algorithm design
advances.

7.3.2 Math & Statistical Support Tools - Optional

This section describes requirements for basic math and statistics functions to be supplied by COTS software. The
library of functions must be maintainable as the PGS evolves so that new functionality does not make old software
obsolete. Interfaces with math packages must be strictly controlled to protect users from version changes.

Tool Name: Math and Statistics

Description: A suite of standard mathematical manipulation functions is provided in a single uniform
package.

Requirements: PGSTK- 1245

Inputs: a. parameters of equation, input matrix and desired manipulation

b. input data and output grid

c. function and limits

d. equation and coefficients

e. function

f. data and statistics desired

g. function

a. solutions of equation, output matrix or result

b. data on desired grid

c. integral of function

d. roots of equation

e. mirdmax

f. output statistics

outputs:
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g. transform

Synopsis:

Notes: User feedback will determine which math tools will be included in the Toolkit. The interfaces
to these tools will remain fixed once they are implemented.

7.3.3 Constants and Unit Conversions - Optional

7.3.3.1 Math, Physical and Instrument Constants

The use of constant values for parameters within ECS is important for consistency between algorithms and
products. A set of standard math and physical parameters (e.g. pi, speed of light etc.) and their values, proposed by
the Data Processing Focus Team will be accessible from the PGS Toolkit. The tool will provide the functionality to
include the approved parameter values in the algorithms. A similar interface will be provided for instrument specific
constants, to provide consistency between different algorithms using data from the same instrument.

Tool Name: Get Constant Value

Description: This tool will return a constant value in the form ofi parameter=value

Requirements: PGSTK- 1520,1521,1522

Input: reserved keyword (e.g. $pi)

output: value for parameter approved by DPFT, IWG or other cognizant body

Synopsis:

7.3.3.2 Units Conversions

The PGS toolkit will provide functions to perform common units conversions or parameter translations in a
consistent manner. The preliminary list of conversions will include: length conversions (e.g. feet to m, etc.), area
conversions, volume conversions, temperature conversions, Planck’s function.

Tool Name: Convert Units

Description: The functions in this group will be restricted to conversions that can be achieved with standard
formulae, without the need for additional external data.

Requirements: PGSTK-1530,1531

Input: parameter keyword, existing units, required units, value(s)

output: converted value, error/status

Synopsis:

Notes: It is premature to establish the list of conversions as the algorithm development has not
reached an appropriate level of detail. A basic set of conversions common in earth
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observation data processing schemes will be produced for the first release of this functionality
(see description above). For subsequent releases of the toolkit, new requirements which
emerge from the evolving algorithm designs will be assessed for inclusion in the PGS toolkit
requirements.

7.3.4 Graphics Support Tools - Optional

These tools will support graphics file output from science production processes. It is anticipated that the primary
usage of these tools in the PGS will be for analyzing Q/A data. A flag can be set which will enable delivery of these
files to the SCF. These tools will also be used to process HDF files output from production processes, although the
specific graphics file format which will be supported is TBD. These tools may be a subset of IMS users support
software.

Tool Name: Write Graphics File

Description: Writes a file of output in graphical format, suitable for ingest into a visualization package.

Requirements: PGSTK-141O

Inputs: Data to write

outputs: none

Synopsis:

Notes: Graphical format(s) are TBD.

Tool Name: Do Image- Processing

Description: Performs image processing to a block of data

Requirements: PGSTK-1415

Inputs: Data to process

Type of image processing to apply

outputs: Statistics on data: correlations, regressions, variances, etc.

Filtered/enhanced image

Synopsis:

Notes: It is anticipated that many different tools will be delivered to meet this requirement.
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8. Proposed PGS Toolkit Delivery Priorities

The PGS Toolkit is to be delivered in stages. Due to the lateness of Contract award, the accelerated launch schedule
and the inclusion of TRMM instrument support, most software required in this Specification should be delivered
within 18 months of Contract award. The most important software should be delivered within one year of Contract
award. It is expected that initial software implementations will be upgraded or enhanced on a regular basis through
consultation with algorithm support teams, scientists, developers and Hughes team systems engineers. Extensive
user interaction and comment is recommended throughout the delivery process. The implementation schedule will be
a compromise between what science software developers require and what is feasible to deliver.

We propose the following priorities for deliveries to the SCFS:

Highest Priority

Preliminary list of routines, calling sequences and description

Interface Control Document

Preliminary Users Guide

On-line documentation of Toolkit routines for science software development

Preliminary PGS Scheduling Emulation Tools

File I/O Tools (Preliminary LO-L4, metadata and browse)

Time/Date Format Conversion Tools

COTS Math/Stat Libraries

Gee-location Tools

Gee-coordinate Transformation Tools

Lower Priority

Error and Status Reporting Tools

Operation Support Tools

Physical Constants

Ancillary/Auxiliary Data Access Tools

PGS Scheduling Emulation Tools

Simulated LOData

Simulated Orbit Data

Lowest Priority

Graphics Support Tools
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In this Appendix, we present a trace of the requirements listed in this document to their sources.

In Table A- 1:

“Section” and “Rqt #“ refer to-Sections 5,6, and 7 of this document.

“L3 Rqt #“ refers to the parent requirement from NAS5-60000, Attachment B, “Functional and Performance
Requirements Specification for the EOSDIS Core System” [Level 3 requirements], dated 16 February 1993.
In this column, “PGS-apdx” refers to Appendix C of NAS5-60000. “PGS-9999” refers to requirements for
which no Level 3 requirement applies.

“DOC#“ refers to the source document. See Table 2 of this appendix.

“Instr/Org” refers to the instrument team or organization that initiated the requirement. In this column, “JPL”
refers to all JPL-based instrument teams, including AIRS, ASTER, MISR, SeaWinds and NSCAT;
“Derived” means the requirement was derived from Level 3 requirements by the ECS contractor.

“Trace #“ refers to the internal trace identification, assigned to all explicit potential requirements received
from the science software teams.

The table is sorted on requirement number. Duplicate PGSTK numbers correspond to the case where several
requirements were combined into one.

Table A-1. Requirements Traceability Matrix (1 of 4)
Section I Rqt # I L3 Rqt # I Doc # I Instr/Org I Trace #

1
r t

5.2.1 PGSTK-001 O PGS-103O I IDerived
5.2.1 PGSTK-0020 PGS-103O IDerived
5.2.1 PGSTK-O040 PGS-103O I IDerived
5.2.2 PGSTK-0050 PGS-103O I93-067 IDPIW III PGS-TR-073
5.2.2 PGSTK-O060 PGS-103O 193-068 IDPFT II PGS-TR-080

‘GSTK-0080 pGs- 1n-m Icr4m7-4 ICRRF.S PGS-TR-116
‘=GSTK-0090 PGS-, w-w I IUGL1VW

---- , .--, - , ------
I mn I I n..i. XVI3.L. L Y(

5.2.3 PGSTK-O 100 PGS-103O Derived
6.2 PGSTK-0120 PGS-0602 Derived
6.2 PGSTK-0121 PGS-0602 Derived
5.2.3 PGSTK-0123 PGS-103O 93-066 JPL PGS-TR-057
5.2.4 PGSTK-0140 PGS-103O 93-023 JPL PGS-TR-085
5.2.5 PGSTK-0160 PGS-103O Derived
5.2.5 PGSTK-0170 PGS-103O Derived
6.2.0 PGSTK-0180 PGS-1OOO Derived
6.2.1.1 PGSTK-O 190 PGS-0435 Derived
6.2.1.1 PGSTK-0200 PGS-0435 Derived
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Table A-1. Requirements Traceability Matrix (2 of 4 )
6.2.1.1 PGSTK-O21O PGS-0435 Derived

6.2.1.1 PGSTK-0220 PGS-0435 93-067 AIRS PGS-TR-078

6.2.1.1 PGSTK-0230 pCCllA25 QXJW6 MODIS PGS-TR-167

6.2.1.1 PGSTK-O?~n P(-7’LM75 1vum i T.1s PGS-TR-011

6.2.1.2 PGSTK-02.. .-.. ”.,” ----- _——.—

6.2.1.2 PGSTK-0270 PGS-0970 93-078 MoPrrr PGS-TR-174

6.2.1.2 PGSTK-0271 PGS-0970 Derived
6.2.1.2 PGSTK-0290 PGS-0970 Derived

6.2.1.2 PGSTK-0300 PGS-0970 Derived

6.2.1.2 PGSTK-0310 PGS-O41O Derived

6.2.1.2 PGSTK-0320 PGS-0970 93-076 MODIS PGS-TR-166
PGS-TR-124

Xived
a’ived

16.2.1.4 IPGSTK-0390 IPGS-

6.2.1.3 PGSTK-0360 PGS-1260 93-073 CERES
6.2.1.4 PGSTK-0370 PGS-0510 De
6.2.1.4 PGSTK-0380 PGS-0510 De

6.2.1.4 PGSTK-0380 PGS-O51O 93-065 AIRS IPGS-TR-035 I
0510 De

GS-O51O Derived

‘GS-O51O Derived

S-O51O Derived

‘GS-O51O Derived=F-
,.
PG
P(

xived I

U.L. L I ru~ L L-L-UJ7U

6.2.2 IPGSTK-0600
L-)9 IDfl.c-rv (-IL1 n

--. . . . I .- ””. —-. . .-—

,“ 1 1-

6.2.1.6 PGSTK-0520 PGS-101O kiwi

6.2.1.6 PGSTK-0530 PGS-101O Derived
6.2.1.6 PGSTK-0531 pGs-lnln %ived

6.2.1.6 PGSTK-0532 PG! erived
6.2.1.6 PGSTK-0533 PI erived
6.2.1.6 PGSTK-0534 PG! erived
6.2.1.6 PGSTK-0540 PGS-101 erived
6.2.1.7 PGSTK-0550 PGS-0970 I93-064 IASTER PGS-TR-025

6.2.1.7 PGSTK-0570 pG$nswl 1kid

6.2.2 PGSTK-0580 PG!
c-)-) DP-c-rv ncnn p{

PGS-0990 Derived

ucYLn-uulw PGS-1OOO Derived

PGS-1OOO 93-067 DPFT III PGS-TR-074
PGS-TR-028

[6.2.2 IPGSTK-0650 IPGS- 1000 193-065 IAIRS PGS-TR-039

“.. ” ---- ---

S-0990 Derived

‘GS-1OOO Derived

I
I

6.2.1.4 PGSTK-0400
6.2.1.4 PGSTK-041 o
6.2.1.4 PGSTK-0430
6.2.1.4 PGSTK-0440 . .
6.2.1.4 PGSTK-0450 pccm In IQMwtA Int?livfd

6.2.1.5 PGSTK-0490 PGS- 1050 Derived

6.2.1.5 PGSTK-0500 PGS- 1050 93-068 DPFT II PGS-TR-082
6’71< PGSTK-051 o PGS-1100 93-073 MODIS PGS-TR-141

6.2.2 IPGSTK-0620 11
6.2.2 IPGSTK-0630 IPGS- 1000 I93-064 IASTER
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.c. Table A-1. Requirements Traceability Matrix (3 of 4)

6.3.1 PGSTK-0680 PGS-1015 93-073 CERES PGS-TR-118

6.3.1.1 PGSTK-071 o PGS-1015 93-066 JPL PGS-TR-044

6.3.1.1 PGSTK-0720 PGS-1015 Derived

6.2.5.1 PGSTK-0730 PGS-1015 rbri-+

6’311 P(-XTK-0740 Prls-1111$ 93-079
U.,, .w

-. . . . . . .— ---- ----- --.--- JPL PGS-TR-156

6.3.1 IPGSTK-0750 IPGS-1015 I95-073 CERES PGS-TR-131

“.J. ,.,L ,l” LJ 1.>-”,”” ,.” U-, ”LJ I

6.3.1.2 IPGSTK-0800
6.3.1.2 IPGSTK-0820

I I-.-2..-2 I I
6.3.1.2 PGSTK-0770 PGS-1015 IJmlvca

6.3.1.2 PGSTK-0780 PGS-1015 93-066 JPL PGS-TR-046

6.3.1.2 PGSTK-0790 PGS-1015 93-066 JPL PGS-TR-047
1 PGS-1015 93-073 MODIS PGS-TR- 132
} PGS-1015 93-073 MODIS PGS-TR- 134

6.2.5.3 PGSTK-0840 PGS-0490 l-wived

6.2.5.3 PGSTK-0850 PGS-0490 mllvcxl

6.3.1.2 PGSTK-0860 PGS-1015 93-056 LIS PGS-TR-006

6.2.5.3 PGSTK-0870 PGS-0490 93-056 LIS PGS-TR-007
&-<’I nfl-c-rw n07n DP-C lnlc n’1 n-i -1 lD1 DC. c -TD -non

I ---- --- t

I l-la:. ,a,i I I

U. L..J. J ruolm-uoiu ruo-lvlJ 7J-u,&l J. JJ , “0- .1.-”.”

6.3.1.2 PGSTK-0900 PGS-1OI5 93-073 Relocation PGS-TR- 106

6.2.5.4 PGSTK-0921 PGS-0520 Derived
6254 PGSTK-0922 PGS-05?.O nnri.,d

16.2.5.4 ]PGSTK-C”n” Inn” . ..n I

He
rwl-. . In”. n.. n I Derived

Derived

Derived

Derived

Derived
n.A. .. ...4

1 1 ---- --- ,

I n..4. -4 I I
,,., ,- ““- -.----

-------
,

------ -. --, ---- 190 93-073 Relocation
6.2.5.3 IPGSTK- 1000 IPGS-0490 Derived I
6.2.5.3 IPGSTK- 10?0 IPris-n490 9?-066 JPL IPGS-TR-050

6.2.5.3 PGSTK- 1040 PGS-0490 93-073 MODIS PGS-TR-136

6.3.1.3 PGSTK-105O PGS-1015 Derived
6.2.3.5 PGSTK- 1050 PGS-1015 93-063 LIS PGS-TR-017

6.3.1.3 PGSTK- 1050 PGS-1015 93-073 Relocation PGS-TR- 108

6.3.1.3 PGSTK- 1060 PGS-1015 Derived
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c. Table A-1. Requirements Traceability Matrix (4 of 4)

6.2.6 IPGSTK- 1170 IPGS-0435 193-063 ILIS llliS-l K-UIY

6.2.6 IPGSTK-1180 IPGS-0435 193-063 ILIS lPGs-TR-020

rJ 1 1 -.

200 IPGS-0435 I93-073 Ic:

6.2.6 PGSTK- 1190 IPGS-0435 j 93-063 ILIS PGS-TR-021

6.2.6 PGSTK- 1195 lPGS-043~ Inenvti

6.2.6 PGSTK-1: ERES PGS-TR-119

6.2.6 PGSTK- 1200 PGS-1015 93-066 JPL PGS-TR-052

6.2.6 PGSTK-1210 PGS-0435 93-073 CERES PGS-TR-120

6.2.6 PGSTK-1211 p~wxlocl %ived

PGS-0435 I IDerivd
PC. <-(IA25 I wm7q i TPT PGS-TR- 154

6.2.6 PGSTK- 1215
6.2.6 PGSTK-1 220 ., . . . . .0 -n. ..— —- .-

1
6.2.4.1 PGSTK- 1230 IPGS-9999 Derived

6.2.4.2 PGSTK- 1240 ‘GS-9999 Derived
‘r..s- 1mm m-n67 l-)PFr m

0. L.3.1 I rub I h- 1434 I rua-apex I IEIIVCU I

6.2.5.1 IPGSTK-1255 IPGS-apdx IDerived I

Ho”’’’”””‘“””-””””‘ ‘n-’-’-’‘ ‘
16.2.5.1 IPGSTK- 1259

da 1 A- lAYJ r! -.–-., IY , , ,c[~”~

XTK-1257 P(
WTK-1258 P{

PGS-i erived

6.2.5.1 PGSTK- 1260 PG!

6.2.5.1 PGSTK-1261 Pi
6.2.5.1 PGSTK- 1262 PG!
6.2.5.1 PGSTK- 1263 PI

6.2.5.2 PGSTK- 1265 PGS-1015 Derived

6,2.5.2 PGSTK- 1265 PGS-1015 93-073 Relocation PGS-TR-105

6.2.3 PGSTK- 1280 PGS-O51O Derived

6.2.3 PGSTK- 1290 PGS-0980 93-073 CERES PGS-TR-128

6.2.3 PGSTK-1 310 PGS-0980 93-077 MODIS PGS-TR-150

“ v– .pu,x -.

‘GS-apdx Derived

‘GS-apdx Derived

apdx Df

S-apdx Derived

‘GS-apdx Derived

S-apdx Derived

‘GS-apdx Derived

6.2.5 IPGSTK-1 360 IPGS-1015 I
6.2.5 Ire/. ”m.. ,.., Inn” rl. ,fi

6.2.5.4 Irualh-1.
I , U“–”d ,“ I t

370 IPGS-1015 193-066

-“ - “L

I IPGS-’l

IDerived I
lrualh-l~ol I-I---II-III IWxived
II-9-CT.,, , tll-056

PGS-1025 93-067 DPIT III PGS-TR-079

“K-1415 PGS-1025 93-023 JPL PGS-TR-092

PGS-1025 93-023 JPL PGS-TR-098

PGS-1015 Derived

6.3.1.4 PGSTK-1501 PGS-1015 93-063 LIS PGS-TR-018

6.3.1.4 PGSTK-1502 pcs-ln15 lk-ived

LQ?I1 DP-CI-17 1 c’?n PI
-- ..,.. 1 , ---- ---

‘GS-1025 ! IDerivedr-

‘K-1521 IPGS-0458 I IDerived I I

U.-J. J.L IULIILX-lJLU

6.3.3.1 PGST
6.3.3.1 PGSTK-1522 PGS-102O Derived

6.3.3.2 PGSTK- 1530 PGS-1020 Derived

6.3.3.2 PGSTK-1530 PGS-102O 93-056 LIS PGS-TR-005

6.3.3.2 PGSTK-1530 PGS-102O 93-023 JPL PGS-TR-097

6.3.3.2 PGSTK-1531 PGS-102O Derived
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.c. Table A-2 Source Documents

Doc
Number Name

93-023

93-055

93-056

93-063

93-064

93-065

93-066

93-067

93-068

93-073

93-074

93-076

93-077

93-078

Response to NASA PGS Toolkit Study, JPL (MISR/AIRS/ASTER), 11/92

Preliminary Draft: ECS PGS Toolkit Requirement Specification, 6/29/93

Comments on Prelirn Draft PGS Toolkit Rqts Spec, LIS Team , 7/6/93

Private Communication: Steve Goodman/LIS, 7/16/93

ASTER Product Generation System Concept, 6/1 0/93

PGS Operations Concept for the AIRS Instrument, V1 .0.2, 5/7/93

Response to Preliminary Draft of PGS Toolkit Rqt Spec by JPL, 7/13/93

DP~ Ill notes - Hughes internal, 6/23/93

Minutes: 2nd Data Processing Focus Team mtg (DPFT 11),3/1 1/93

Hughes Trip Notes:

CERES 7/22/93

Geolocation Meeting - Hughes Internal 6/9/93

MODIS 6/8/93

AIRS 5125/93

DP17 Ill NASWGSFC (T.Meyer, Coord.) 6/23/93

MODIS Level 1A SRR (MODIS SDST) 5/1 1/93

Geolocation Meeting Slides and Handouts - 6/9/93

MODIS Comments on Prelim Draft PGS Toolkit Rqts Spec, 7/26/93

MODIS Data Processing Operations Concept Draft, 7/13/93

S.Scott (NASA/GSFC) private communication, MOPllT trip notes, 7/15/93

MOPllT comments on Prelim Draft PGS Toolkit Rqts Spec 7/15/93

93-079 Comments on Prelim Draft PGS Toolkit Rqts Spec, J.Brown, SeaWinds/JPL, 7/1 3/93
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This appendix outlines the usage policy for the set of POSIX system API calls as outlined in:

IEEE Std

IEEE Std

003.1: POSIX Part 1: System Application Program Inte~ace (API) [C Lunguage]

003.9: POSIX FOR TRAN77 Language Inte#aces, Part 1: Binding for System Application Program

Interjace [API]

In general, the policy attempts to guard access to routines that may impact the PGS Scheduler’s responsibility for

system resource management. This will be accomplished by restricting access to the standard POSIX system calls,

as described below. The complete set of routines is listed in the “Identifier Index” of IEEE Std 1003.1, and in the

body of IEEE Std 1003.9.

Table B-1 provides general policy “guidelines” for various classes of system routines. These guidelines are then

used in determining the appropriate disposition for each of the POSIX system call functions on a one-by-one basis.

The general policy guidelines include:

Toolkit Access to the described functionality is provided via a “shadowing” routine in the PGS Toolkit. The

Toolkit routine may be a simple subroutine call (or macro) wrapper around the “shadowed” function,

or it may provide additional functionality that may be useful to the PGS Scheduler in accomplishing

its resource management objectives. Direct calls to the respective POSIX API calls are prohibited

within science algorithm code.

Prohibited Access to the described functionality is prohibited. Direct calls to the respective POSIX API calls are

prohibited within science algorithm code.

Allowed Access to the described functionality is allowed through the standard POSIX API calls.

The algorithm integration and test facility will include “code checkers” to screen
science algorithms for adherence. These code checkers will be provided as part of

the PGS Toolkit to support the development of policy compliant algorithms. This
should greatly facilitate the algorithm integration and test procedure.
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Table B-1. POS/X Call Gujdeih?es BY Class.

Class Description Policy Guideline

Process control Process creation and termination; interprocess Toolkit
signaling and synchronization

Memory Memory allocation, deallocation, and mapping Toolkit

File 1/0 File 1/0 routines; directory manipulation routines Toolkit

Stream 1/0 Stream 1/0 routines Toolkit

Error / environment Error recording and reporting; environment access Toolkit

Ownership Process ownership and groups; file ownership, Prohibited
permissions, and creation/access times

Miscellaneous Math, “is...”, “str...”, and time functions Allowed

Terminal 1/0 Terminal 1/0 and characteristics Allowed

Status System and resource status (read only) Allowed

Tables B-2 through B-10 constitute a listing of the entire set of POSIX C API calls, organized by class and policy as

described above. Table B-11 provides a listing of the FORTRAN77 specific language library calls which do not

have C API counterparts.

Tahk B-2. POSIX Calls: Process Control..-- .-— ----- ---——- ------ ——————-------

Toolkit routines Prohibited routines Allowed routines

aborto setjmpo

alarmo, PXFALARM() Iongjmpo

exec...(), PXFEXEC...()

exito, PXFEXIT()

_exito, PXFFASTEXIT()

forko, PXFFORK()

killo, PXFKILL()

pauseo, PXFPAUSE()

sig...(), PXFSIG...()

sleepo, PXFSLEEP()

waito, PXFWAIT()

waitpido, PXFWAITPID()

Table B-3. POSIX Calls: Memory.

Toolkit routines Prohibited routines Allowed routines

calloco

freeo

malloco
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Table B-4. POSIX Calls: File //0..-- .-— . ..— —---—— -- —--- -— --—

Toolkii rotines Prohibted routines Allowed routines

accesso, PXFACCESS() chdiro, PXFCHDIR()

closeo, PXFCLOSE() closediro, PXFCLOSEDIR()

create, PXFCREAT() fpathconfo, PXFFPATHCONF()

dupe, PXFDUP() getcwdo, PXFG=CWD()

dup20, PXFDUP20 Iinko, PXFLINK()

Iseeko, PXFLSEEK() mkdiro, PXFMKDIR()

openo, PXFOPEN() mkfifoo, PXFMKFIFO()

pipeo, PXFPIPE() opendiro, PXFOPENDIR()

reado, PXFREAD() pathconfo, PXFPATHCONF()

removeo readdiro, PXFREADDIR()

renameo, PXFRENAME() rewinddiro, PXFREWINDDIR()

rewindo nmdiro,PXFRMDIR()

tmpfileo setbufo

trnpnamo

unlinko, PXFUNLINK()

writeo, PXFWRITE()

Table B-5. POSIX Cails: Stream 1/0.

Toolkt routines Prohibited routines Allowed routines

clearemo

fcloseo

fcntlo, PXFFCNTL()

fdopeno

feofo

ferroro

fflusho

fgetco, PXFFGETC()

fgetso

filenoo

fopeno

fprintfo

fputco, PXFFPUTC()

fputso

freado

freopeno

fscanfo

fseeko, PXFFSEEK()

ftello, PXFf7ELL()

fwriteo

PXFFDOPEN()

PXFFILENO()

PXFFLUSH()

PXFPOSIXIO()
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Tahin R-R PtXIX Call.cs Frrnrlonvirnnmnnt. ---- - w, . . . . . . --...W. -, .-..-,.. .. W,....-,,. .

Toolkti routines Prohibited routines Allowed routines

asserto

getenvo, PXFGETENV()

perroro

IPXFARGC()

PXCLEARENV()

PXFGETARG()

PXSETENV()

Table B-7. POSIX Calls: Ownership.

Toolkitroutines Prohibited routines Allowed routines

~etpido, PXFGETPID() chmodo, PXFCHMOD()

~etppido, PXFG=PPID() chowno, PXFCHOWN()

getegido, PXFGETEGID()

geteuido, PXFGETEUID()

getgido, PXFG=GID()

getgrgido, PXFG~GRGID()

getgmamo, PXFGETGRNAM()

getgroupso, PXFGETGROUPS()

getlogino, PXFG13LOGIN()

getpgrpo, PXFG~PGRP()

getpwnamo, PXFG~PWNAM()

getpwuido, PXFGETPWUID()

getuido, PXFG~UID()

setgido, PXFSETGID()

setpgido, PXFS~PGID()

setsido, PXFSETSID()

setuido, PXFSETUID()

umasko, PXFUMASK()

utimeo, PXFUTIME()
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IOlkitroutines

Table B-8. POSIX Calls: Miscellaneous.

>hlbmdroutines owedroutines

1so

:0so

ictimeo

tino

an{)

an20

Ofo

oio

010

;earcho

?ilo

)so

)sho

imeo

W()
[bso

mro

nodo

expo

rntimeo

;...()
caltimeo, PXFLOCALTIME()

90
)gIoo

lktimeo

lodfo

mw(l

qsorto

ando

;etlocaleo

;ino

4nhQ

X@()

j~ndo

:ano

lanho

timeo, PXFTIME()

tolowero

touppero

tzseto

IAND()

IOR()

NOT()

IPXFLENTRIM()

PXFUCOMPARE()
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T9hln R.Q DflCIY Callc” Terminal l/~@uw#- u--- n --n.. --,. -* . . . . . . . . . . . =---

rOOlknroutines Prohibted routines Allowed routines

cfgetispeedo, PXF...()

cfgetospeedo, PXF...()

cfsetispeedo, PXF...()

cfsetospeedo, PXF...()

cterrnido, PXFCTERMID()

getco, PXFGETC()

getcharo

getso

isatlyo, PXFISAllY()

printfo

putco, PXFPUTC()

putcharo

putso

scanfo

Sprintfo

sscanfo

tc...(), PXFTC...()

ttynameo, PXFITYNAME()

ungetco

Table B-10. POSIX Calls: Status.

Toolkti routines Prohibited routines Allowed routines

fstato, PXFFSTAT() sysconfo, PXFSYSCONF()

state, PXFSTAT() timeso, PXFHMES()

PXFIS...() unameo, PXFUNAME()

Table B-11. POSIX Calls: FORTRAN77 Language Librarv.

Tmlkti routines Prohibited routines Allowed routines

PXFCALLSUBHANDLE()

IPXFCONST()

PXFCONST()

PXFISCONST()

PXFSTRUCTCOPY()

PXFSTRUCTCREATE()

PXFSTRUCTFREE()

PXFSUBHANDLEOPXF<lYPE>
G~()

PXF<TYPE>SET()

PXFACTYPE>GET()

PXFA<TYPE>SET()

PXFE<TYPE>GET()

PXFE<TYPE>SET()
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In this section we list issues which have not been resolved at the time of the present document release, but which are
potential requirements to be included in a later version.

The number listed at the end of each requirement is an internal identifier for tracking requirements given collected
from the science software teams; these PGS-TR numbers differ from the PGSTK numbers that appear in section 6,
which represent firm Toolkit requirements. Also listed is the science team or organization from whom the
requirement was received.

PGS Scheduler Emulation at the SCF

Potential Requirements:

The PGS Toolkit shall contain tools to dynamically schedule scripts which emulate data flow through the processing
string, and shall be able to handle conditional processing scenarios. The usage of such tools at the SCF should
minimal] y affect integration of science software at the DAAC. (PGS-TR-1 70, MOPITT)

Provide a functional copy of the PGS environment, including scheduler, task initiator, etc. as part of the SCF toolkit.
(PGS-TR-1 64, MODIS)

Simulate the scheduling system at the SCF. (PGS-TR-072, DPFW III)

All requirements for data to kick off in the production environment must be testable at the SCF. (PGS-TR-117,
CERES)

Spacecraft Environment Simulation

Potential Requirements:

The PGS Toolkit shall contain tools which simulate the spacecraft environment, spacecraft characteristics, orbit
parameters, and instrument characteristics. Provision shall be made for introduction of anomalies for testing Toolkit
functions and interfaces. (PGS-TR-171, MOPI’IT)

The PGS Toolkit shall provide a self-consistent universe simulator for orbital data which contains data on angles,
earth location, etc. for a 2 week period in summer and another 2 week period in winter. (PGS-TR-147, MOPITT)

Provide access to the GSFC/FDF EPHEM software. (PGS-TR-173, LIS)

The SCF Toolkit shall provide access to simulated orbit data for at least
(PGS-TR-1 03, Geolocation mtg)

Standards Compliance

Potential Requirements:

The PGS Toolkit shall be XPG compliant.

Note:

day and night (15 consecutive orbits).

This issue is currently being investigated, in particular its implications with regard to high-performance computing.

Ancillary /Auxiliary Data

Potential Requirements:

Provide access to startracker data and history. (PGS-TR-043, JPL)



Provide tools to access NOAA Radiosondes data, TIGR data, Global Circulation Models, spectral line transmission
data. (PGS-TR-037, AIRS)

Provide access to tidal information. (PGS-TR-045, JPL)

Provide information about the dynamic extent of sea ice. (PGS-TR-048, JPL)

Provide access to a global model of the tropopause.(PGS-TR-016, LIS)

Translate NMC files into indexed HDF format. (PGS-TR- 145, MOPITT)

The PGS Toolkit shall contain tools to provide access to landhnow and land/ice data. (PGS-TR-121, CERES)

The PGS Toolkit shall contain tools to provide access to snow cover and earth albedo data sets, which are updated
daily. (PGS-TR-127, CERES)

The PGS Toolkit shall contain a tool that provides access to a ground control point chip library. (PGS-TR- 137,
MODIS)

Provide tools to access reference images, e.g., chip files. (PGS-TR-091, JPL)

The PGS Toolkit shall contain tools to provide access to the extent of sea-ice at better than 1 week intervals. (PGS-
TR-1 57, JPL)

Provide a tool to determine if a given latitude (+/-dd.d) longitude (ddd.d), one tenth degree resolution, is
land/coastline, 95% sea/ice covered sea. (PGS-TR-014, LIS)

Note:

A complete list of auxiliary data which the Toolkit will support and when that support will occur is TBD.

Miscellaneous Geolocation Tools

Potential Requirement:

Provide a tool to return UTC time interval, start and duration that a given earth station is within the field of view of a
cone of sight vectors given ephemeris times and positionhelocity state vectors. (PGS-TR-015, LIS)

The PGS Toolkit shall contain tools to determine the fraction of instrument field-of-view occupied by a given
geographical area. (PGS-TR-052-JPL)

Languages

Potential Requirement:

The PGS Toolkit shall support bindings to FORTRAN90.

Heap Manager

Potential Requirement:

Provide a heap manager for memory allocation and garbage collection. (PGS-TR-094, JPL)

Script Language

Potential Requirement:

Provide any scripting language tools in the Bourne shell, as that is the easiest Unix shell syntax to use. (PGS-TR-
001, LIS)
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Graphics

Potential Requirements:

Provide tools to facilitate the formation of mosaics and tiling of images. (PGS-TR-104, Geolocation mtg)

Provide a list of officially supported graphics formats for graphical file output. (PGS-TR-1 62, MODIS)

1/0 Word Alignment and Byte Ordering

Potential Requirement:

The PGS Toolkit shall provide tools to ensure that non-HDF format data will be easily portable, including (1) a tool
to make ordering of bytes transparent, irrespective of what hardware the algorithm runs on and (2) tools to eliminate
buffering due to word alignment requirements on different machines.

Notes:

These tools would be used to correct for the byte ordering conflict that may arise when attempting to read data from a
file that was created on a different, and incompatible, computing platforms. The order in which machines write bytes
for, say, a 2-byte integer, varies on different machines. This implies that a structure consisting of 5 bytes, will be fit
to 3 words, and actually be 6 bytes long-one byte being padding. These tools would ensure that all machines will be
able to read one another’s files into the proper structures without concern for padding considerations.

Computing Platforms

Potential Requirement:

The SCF Toolkit shall contain a version that runs on Cray C90 hardware. (PGS-TR-1 75, DAO)
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Appendix D.

Disposition of Unused Requirements.

In this Appendix, we present disposition of the requirements which were NOT used as requirements for the PGS
Toolkit in the body of this document.

In Table D-1:

“Requirement” is the text of the potential requirement, as given by the instrument team.

“Instr/Or” refers to the instrument team or organization that initiated the requirement. In this column, “JPL”
refers to all JPL-based instrument teams, including AIRS, ASTER, MISR, SeaWinds and NSCAT.

“Trace ##”refers to the internal trace identification, assigned to all explicit potential requirements received
from the science software teams.

“Explanation” is the reason that the potential requirement was not included in the body of this document as a
requirement for the PGS Toolkit.

The table is sorted by instrument team.



Table D-1 Potential Requirements Not Used, with Explanations (1 of 4)

Requirement

Provide tools to facilitate the parallel
execution of science algorithms.

The PCS Toolkit shall contain tools to
allow check points at boundaries between
PGEs,

Provide tools to support simultaneous
accesses to multiple data sets for the level O
data for multiple times and instruments.

rProvide simultaneous access to multiple

IProvide access to multiple data sets and
concurrent access by multiple processes to
any file used in read only mode by all of
those processes.

Provide a means to provide inputs from the
command script (for example via namelist
input).

~

The PGS Toolkit shall contain tools to
attach to standard products the fol Iowmg
metadata: science software version number;
data and time the file was generated, start
and end time of the data; north-south latitudt

Irmrge and east-west longitude range.

F
Provide the atmospheric transmission

rProvide an SQL language interface to a

T-Doc # Trace #

?3-065 PGS-TR-033

t

)3-065 PGS-TR-034

93-065 PGS-TR-036

i

93-067 PGS-TR-077

33-064 PGS-TR-023

-1_)3-064 PGS-TR-024

?3-06

33-06

PGS-TR-029

PGS-TR-030

33-067 PGS-TR-059

nstr/Or

AIRS

AIRS

AIRS

AIRS

ASTER

ASTER

ASTER

ASTER

CERES

Explanation

No tools for this function were identified in the baseline
cost. In addition, parallel execution considerations are
the domain of the scheduling system, not the PGS
Toolkit. ECS scheduling sub-system personnel are aware
of the issue.

This is a natural part of the system; no tool needed. Tool
to do error/status reporting will be part of the Toolkit.

This is a naturaI part of the system. No tool needed.

This is a natural part of the system; no tool needed.

This is a natural part of the system. No tool needed.

This is a natural part of the system; no tool needed. Tool
to do this are TBD.

No tool needed. Covered by PGSTK-0450, The exact
content of metadata is still TBD; these suggestions will
be taken into account.

No tools for this function were identified in the baseline
;ost. Level 3 requirement PGS-1025 refers only to
software available as COTS, and not provided by
developers. In addition only one instrument team has
requested this function.

No tools for this function were identified in the baseline
:ost. In addition, no specific requirements for a DBMS
have been identified for more than one instrument team,
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Table D-1 Potential Requirements Not Used, with Explanations (2 of 4)

~ePGS Toolkit shall provide access toa No tools for this function were identified in the baseline

,tandard ellipsoid at 30km altitude. cost. In addition, no specific requirements for such stool

93-073 PGS-TR- 122 CERES have been identified for more than one instrument team.

rhe PGS Toolkit shall contain IMAKE This is a natural part of the system; no tool needed.

“acilities. IMAKE comes bundled with X-Windows, which is part of

93-067 PGS-TR-066 DPIT IJI he POSIX stand~d”

+ovide a means to decommutate ancillary This is a natural part of the system; no tool is needed.

iata. Ancillary data is assumed decommutated by EDOS before

93-066 PGS-TR-041 JPL Toolkit access.

Require memory dump files be in This is a natural part of the system; no tool needed.

standardized format. Format of memory dump files are characteristic of

93-066 PGS-TR-054 JPL whatever debugger the developer uses.

Provide an interactive debugger. No tools for this function were identified in the baseline
cost. Note that many workstations come equipped with

93-066 PGS-TR-055 JPL debugging tools.

rhe PGS Toolkit shall provide edit This is a natural part of the system; no tool needed.

capability for existing HDF files. Covered by PGSTK-0270.

93-023 PGS-TR-087 JPL

Provide basic linked list manipulator tools. No tools for this function were identified in the baseline
cost. In addition, this function was requested by only one

93-02 3 PGS-TR-093 JPL instrument team, and hence is not suited for a common
toolkit.

‘rovide tools to return spacecraft location This is a natural part of the system; no tool needed.
md attitude, sun location, and moon Covered by PGSTK- 1160.
ocation given UTC in double precision 93-07 9 PGS-TR-155 JPL
,econds,

%ovide a higher level function than the No tools for this function were identified in the baseline
Jnix ‘cron’ facility, in order to make it cost. This functionality may occur naturally as part of the
:asier to use. 93-05 6 PGS-TR-003 LIS Toolkit design; this is still TBD.

Mlow for weekly and monthly status report Not a Toolkit issue. Requirement has been passed on to
;eneration in production scripts. the ECS communications sub-system (CSMS).

93-05 6 PGS-TR-004 LIS

%ovide a means to read into memory a fde No tools for this function were identified in the baseline
hat is >99% fill data without excess use of cost. In addition, this function was requested by only one
nemory. 93-05 6 PGS-TR-01 o LIS instrument team, and hence is not suited for a common

toolkit.
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Table D-1 Potential Requirements Not Used, with Explanations (3 of 4)

Provide a tool to perform a runtime No tools for this function were identified in the baseline
profiling of science algorithms. cost.

93-067 PGS-TR-063 MISR

Provide tools to allow the output of a PGE to No tools for this function were identified in the baseline

remain in memory for use as input to cost. This tool has been requested by only one

another PGE. 93-067PGS-TR-068 MODIS instmment team

Provide a rich scripting language, which This is a natural part of the system; no tool needed.

includes the capability to switch off
products. 93-067 PGS-TR-069 MODIS

Provide a means to share with other No tools for this function were identified in the baseline
instrument teams utility libraries that are cost. Level 3 requirement PGS -1025 refers only to
generated within a single instrument team. 93-067 PGS-TR-071 MODIS software available as COTS, and not provided by

developers. In addition only one instrument team has
requested this function

Provide access to the SYBASE language. No tools for this function were identified in the baseline
cost. In addition, no specific requirements for a DBMS

93-067 PGS-TR-076 MODIS have been identified for more than one instrument team.

Provide tools to fill data gaps and No tools for this function were identified in the baseline
interpolate in Level O data by executing a cost. The Toolkit provides access to Level O metadata,
provided gap-filler algorithm. 93-073 PGS-TR-099 MODIS including any information about data gaps given by

EDOS. However, no manipulation of Level O data itself is
done by the Toolkit.

Provide tools to facilitate parallel No tools for this function were identified in the baseline
processing of science software. cost. In addition, parallel execution considerations are

93-073 PGS-TR-1OI MODIS the domain of the scheduling system, not the pGS
Toolkit. ECS scheduling sub-system personnel are aware
of the issue.

Provide tools to access a DBMS. No tools for this function were identified m the baseline
cost. In addition, no specific requirements for a DBMS

93-073 PGS-TR-102 MODIS have been identified for more than one instrument team.

Ensure continued processing of the science Not a Toolkit issue; handled by the scheduling sub-
software in the event of an exception abort system,
condition. 93-073 PGS-TR-111 MODIS

The PGS Toolkit shall contain a tool that This potential requirement conflicts with PGS-TR-083.
allows multiple processes access to a Decision about which one to use rests with the
common log file. 93-073 PGS-TR-142 MODIS communications sub-system (CSMS). Not a toolkit

issue.
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Table D-1 Potential Requirements Not Used, with Explanations (4 of 4)

All UNIX system calls and C and FORTRAN
library calls will be available to science
software, 93-077 PGS-TR- 149 MODIS

Provide access to code checkers,
configuration management, and similar
tools utilizing the X-11 windows system. 93-076 PGS-TR-163 MODIS

Allow informational messages to pass
between S/W of different instruments.

93-076 PGS-TR-168 MODIS

The PGS Toolkit shall contain Q/A flags
which recognize incomplete coverage in the
Level Odata streams and provide an 93-078 PGS-TR-172 MOP17T
appropriate indication in the file header.

The PGS Toolkit shall contain tools to
insure that independently executing
processes do not write to the same log and 93-068 PGS-TR-083 NASA
wror files.

The issue of which calls will be allowed is addressed in
Appendix B of the Toolkit Specification (POSIX).

This issue is addressed in “Science Users Guide and
Operations Handbook, Volume 4: Algorithm
Development and Integration”, Hughes, August 1993.

This is a natural part of the system; no tool needed. This
can be accomplished using the Toolkit tools that handle
QIA flags.

No tools for this function were identified in the baseline
cost. The Toolkit provides access to Level O metadata,
including any information about data gaps given by
EDOS. However, no manipulation of Level O data itself is
done by the Toolkit,

This potential requirement conflicts with PGS-TR- 142.
Decision about which one to use rests with the
communications sub-system (CSMS). Not a toolkit
issue.
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Abbreviations and Acronyms

AIRS

AST

ASTER

CASE

CERES

COTS

CPU

CSMS

DAAC

DADS

DAO

DBMS

DCE

DID

DPIT

ECI

ECMWF

ECR

ECS

EDOS

EOC

EOS

EOSDIS

ESDIS

ESN

GCTP

GSFC

HAIS

Algorithm Integration Team

Afllliated Data Center

Atmospheric Infrared Sounder

Algorithm Support Team

Advanced Spaceborne Thermal Emission and Reflection

Radiometer

Computer Aided Software Engineering

Clouds and Earth Radiant Energy System

Commercial Off-The-Shelf (hardware or software)

Central Processing Unit

Communications and Systems Management Segment (ECS)

Distributed Active Archive Center

Data Archive and Distribution System (ECS)

Data Assimilation Office

Data Base Management System

Distributed Computing Environment

Data Item Description

Data Processing Focus Team

Earth Centered Inertial

European Center for Medium Range Weather Forecasting

Earth Centered Rotating

EOSDIS Core System

EOS Data and Operations System

Earth Observation Center (Japan); EOS Operations Center (ECS)

Earth Observing System

EOS Data and Information System

Earth Science Data and Information System

EOS Science Network

Geo-Coordinate Transformation Package

Goddard Space Flight Center

Hughes Applied Information Systems
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HDF

I/o

ICC

MS

IWG

JPL

LIS

LO-IA

MISR

MODIS

MTPE

NASA

NCSA

netCDF

NMC

NSCAT

PGE

PGS

PGSTK

POSIX

QA

SCF

SGI

SMC

SRR

TBD

TDRSS

UARS

USGS

UTC

XPG

Hierarchical Data Format

Input/output

Instrument Control Center (ECS)

Information Management System (ECS)

Investigator Working Group

Jet Propulsion Laboratory

Lightning Imaging System

Level Othrough level 4 (processing)

Multi-Angle Imaging Spectro-Radiometer

Moderate-Resolution Imaging Spectroradiometer

Mission to Planet Earth

National Aeronautics and Space Administration

National Center for Supercomputer Applications

network Common Data Format

National Meteorological Center

NASA Scatterometer

Product Generation Executable

Product Generation System (ECS)

Product Generation System Toolkit

Portable Operating System Interface for Computer Environments

Quality Assurance

Science Computing Facility

Silicon Graphics International

System Management Center (ECS)

System Requirements Review

To Be Determined

Tracking and Data Relay Satellite System

Tropical Rainfall Measuring Mission (joint US -Japan)

Upper Atmosphere Research Satellite

United States Geodetic Survey

Universal Time Coordinate

Xopen Portability Group
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Glossary

ALGORITHMS (Science Software) consist of the executable programs for science product generation, source code
of these executable programs, job control scripts, and algorithm documentation. Algorithms are the result of a new or
updated science algorithm passing through the integration and test process, involving the scientist and the PGS’s
algorithm integration and test staff. After formal approval, algorithms are delivered by the PGS to the DADS for
storage, and are retrieved as needed to support product generation production. Some frequently used algorithms may
be kept on line in the PGS.

ALGORITHM UPDATES are delivered to the PGS’s integration and test environment by scientists at an SCF. They
represent changes to existing production algorithms, or a new algorithm to produce a new Standard Product.
Algorithm updates include the source code for the candidate algorithm, its associated documentation, and a job step
control skeleton. The source code will be compiled to form an executable program suite as part of the integration and
test process. The job step control skeleton contains instructions that control the sequence of execution of, and the
interchange of data between programs from the executable program suite. Test data sets and calibration data should
also be included.

ANCILLARY DATA refers to any data, other than Standard Products, that are required as input in the generation of
a Standard Product. This may include selected engineering data from the EOS platform, as well as non-EOS ancillary
data. All ancillary data is received by the PGS from the DADS.

CALIBRATION is the collection of data required to perform calibration of the instrument science data, instrument
engineering data, and the spacecraft or platform engineering data. It includes pre-flight calibration measurements, in-
flight calibrator measurements, calibration equation coefficients derived from calibration software routines, and
ground truth data that are to be used in the data calibration processing routine.

DATA AVAILABILITY SCHEDULE is a schedule indicating the times at which specific data sets will be available
from remote DADS, EDOS, the II%, the ADCS and ODCS for ingestion by the collocated DADS. The schedules are
received directly by the PGS.

DATA PRODUCTS consist of Level Odata or Level 1 through Level 4 data products obtained by the PGS from the
collocated DADS. These represent the primary input to the product generation process.

DATA QUALITY REQUEST is a request issued by the PGS to a scientist at an SCF to perform QA of a particular
product before future processing or distribution. A time window is applied to the request in keeping with the
production schedule.

DIRECTIVES consist of information received by the PGS from the SMC that acts as a final authoritative directive for
action. It may include general policies, official procedures, and resolutions of schedule conflicts that have not been
resolved with the IMS.

DYNAMIC DATA SETS are those containing parameters whose values change routinely and predictably; i.e. at set
intervals in time.

LOPRODUCTION DATA is the result of LO processing by EDOS on the raw science and engineering data from the
EOS platform. It is data that is time-ordered, with overlaps removed.
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LO-L4 DATA PRODUCTS consist of LO Data Products from the IPs, the ADCS and ODCS, and L1 -L4 Standard
Products produced in the PGS.



METADATA is data which describes a Standard Product including standard metadata (i.e., algorithm and calibration
number, size of product, date created, etc.), algorithm-derived metadata, QA information from the PI’s, summary
statistics and an audit trail.

ON TIME QA is a response to a data quality request that is received within the established production time window.
It is received from a scientist at an SCF. It consists of data which will be used to complete the QA fields of the
metadata. Overdue QA responses are sent directly to the DADS.

PRODUCT COORDINATION is the coordination of the receipt, staging, and storage of data necessary to carry out
the PGS processing schedule.

PRODUCT ORDER is either a request for the generation of a specific product with an associated time window, a
priority processing request, a reprocessing request, or a standing order for a product to be generated on a regular
basis with a rough timeline, or changes to standing orders. Product orders are received by the PGS from the IMS.

PRODUCT STATUS DIALOG consists of information to assist the IMS in tracking the status of a product order.
The IMS may send to the PGS a request for the status of a product to which the PGS would respond with the current
product status. The PGS will send a schedule conflict notice to the IMS if a product request will cause a schedule
conflict and the IMS may respond with an adjustment to the time window. Schedule conflicts not resolved at this
level are resolved by the SMC. The PGS will send an overdue alert to the IMS if it is clear that a product order will
not be met on time.

QUICK LOOK DATA are data received during one TDRSS contact period which have been processed to Level O(to
the extent possible for data from a single contact). These are data that have been identified as requiring priority
processing on the order of a few hours. They are routed to the PGS from the DADS.

QUICK LOOK PRODUCTS are the result of applying science algorithms to quick-look data. These products are
expeditiously sent over to the DADS, which directly routes them to the appropriate ICC and field campaign users.

STANDARD PRODUCTS are data products that are routinely produced and identified as normal project
deliverables.

STATIC DATA SETS are those containing parameters whose values may change, but not routinely at set intervals in
time.

STATUS is information regarding schedules, hardware and software configuration, exception conditions, or
processing performance. This information is exchanged with the DADS, and is provided to the SMC. The SMC may
also receive information regarding schedule conflicts that have not been resolved with the IMS.

SCHEDULES represent the current sequence of tasks to be executed along with approximate execution times as
generated by the PGS scheduler. Copies of these schedules, which are updated frequently, are made available to the
IMS, the SMC, and the DADS.

TEST PRODUCTS are science products generated by new or updated algorithms during the integration and test
period. Test products are delivered to scientists at an SCF.
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TEMPORARY FILE is a file which may exists for the duration of a single PGE, or may exist for some indeterminate
time beyond the termination of the PGE which created it.




