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Vegetation/ecosystem modeling and analysis project: Comparing

biogeography and biogeochemistry models in a continental-scale

study of terrestrial ecosystem responses to climate change and

C02 doubling

~
VEMAP Members’

Abstract. We compare the simulations of three biogeography models (BIOME2, Dynamic
Global Phytogeography Model (DOLY), and Mapped Atmosphere-Plant Soil System (MAPSS))
and three biogeochemistry models (BIOME-BGC (BioGeochemistry Cycles), CENTURY, and
Terrestrial Ecosystem Model (TEM)) for the conterminous United States under contemporary
conditions of atmospheric C02 and climate. We also compare the simulations of these models
under doubled COZ and a range of climate scenarios. For contemporary conditions, the
biogeography models successfully simulate the geographic distribution of major vegetation types
and have similar estimates of area for forests (42 to 46’?40of the conterminous United States),
grasslands (17 to 27Yo), savannas (15 to 25Yo), and shrublands ( 14 to 18%). The biogeochemistry
models estimate similar continental-scale net primary production (NPP; 3125 to 3772 x 1012gC
yr_’) and total carbon storage (108 to 118x 10’5 gC) for contemporary conditions. Among the
scenarios of doubled COZ and associated equilibrium climates produced by the three general
circulation models (Oregon State University (OSU), Geophysical Fluid Dynamics Laboratory
(GFDL), and United Kingdom Meteorological Office (UKMO)), all three biogeography models
show both gains and losses of total forest area depending on the scenario (between 38 and 530/0 of
conterminous United States area). The only consistent gains in forest area with all three models
(BIOME2, DOLY, and MAPSS) were under the GFDL scenario due to large increases in
precipitation. MAPSS lost forest area under UKMO, DOLY under OSU, and BIOME2 under
both UKMO and OSU. The variability in forest area estimates occurs because the hydrologic
cycles of the biogeography models have different sensitivities to increases in temperature and
C02. However, in general, the biogeography models produced broadly similar results when
incorporating both climate change and elevated C02 concentrations. For these scenarios, the NPP
estimated by the biogeochemistry models increases between 2V0 (BIOME-BGC with UKMO
climate) and 35°/0 (TEM with UKMO climate). Changes in total carbon storage range from losses
of 33V0 (BIOME-BGC with UKMO climate) to gains of 16% (TEM with OSU climate). The
CENTURY responses of NPP and carbon storage are positive and intermediate to the responses of
BIOME-BGC and TEM. The variability in carbon cycle responses occurs because the hydrologic
and nitrogen cycles of the biogeochemistry models have different sensitivities to increases in
temperature and COZ. When the biogeochemistry models are run with the vegetation distributions
of the biogeography models, NPP ranges from no response (BIOME-BGC with all three
biogeography model vegetations for UKMO climate) to increases of 40% (TEM with MAPSS
vegetation for OSU climate). The total carbon storage response ranges from a decrease of 39°/0
(BIOME-BGC with MAPSS vegetation for UKMO climate) to an increase of 32% (TEM with
MAPSS vegetation for OSU and GFDL climates). The UKMO responses of BIOME-BGC with
MAPSS vegetation are primarily caused by decreases in forested area and temperature-induced
water stress. The OSU and GFDL responses of TEM with MAPSS vegetations are primarily
caused by forest expansion and temperature-enhanced nitrogen cycling.
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Introduction

The atmospheric concentrations of the major long-lived
greenhouse gases continue to increase because of human activity.
Changes in greenhouse gas concentrations and aerosols are likely
to affect climate through changes in temperature, cloud cover,
and precipitation [Intergovernmental Panel on Climate Change

(IPCC), 1992; Charlson and Wigley, 1994; Penner et al., 1994].

Changes in land cover and land use may also influence climate at
the regional scale [Dirrrreyer, 1994; 7’renberth et al., 1988; Nobre

et al., 1991]. Predictions of the climate system’s response to
altered forcing are shifting from a simplistic view of global
warming to a more complex view involving a range of regional
responses, aerosol offsets and large scale feedbacks and
interactions. There is considerable concern over the extent to
which these changes could affect both natural and human-
dominated ecosystems [A4elillo et al., 1990; WaLker, 1994;
.Schimel et al., 1994]. Because the response of the climate
system to anthropogenic forcing will likely have considerable
spatial complexity, a capability to assess spatial variations in
ecological response to climate forcing is critical.

On the basis of our understanding of ecological principles, we
can expect that changes in climate and atmospheric composition

should affect both the structure and function of terrestrial
ecosystems. Structural responses include changes in species
composition and in a variety of vegetation characteristics such as
canopy height and rooting depth. Functional responses inchtde
changes )n the cycling of carbon, nutrients (e. g., nitrogen,
phosphorus, sulfur) and water.

Models of how ecosystem structure (biogeography models)
and function (biogeochemistry models) might respond to climate
change exist, but generally have been developed independently.
In recent years, both types of models have been exercised for
large regions or even the entire globe using various climate

change scenarios [A4elillo et al., 1993; Neilson and Marks, 1995;
Prentice et al,, 1992; Prentice and Fung, 1990; Schimel et al,,

1994]. Any serious attempt to assess how global change will
affect a particular region must inchtde both aspects of ecological
response. While it may not yet be possible to formally link
specific models so that the biogeography and biogeochemistry
are truly interactive, it is both possible and desirable to begin to
combine the two aspects of ecosystem response for sensitivity
studies.

In such an exercise it is important to recognize that a diversity
of both biogeography and biogeochemistry models exist, Our
understanding of the controls of ecosystem structure and function

currently is not sufficient to allow the identification of the “best”

models or to accept as correct their predictions. Thus in any
effort to provide more realistic simulations of ecological
response, it is important to employ several models of each type
and to compare models that attempt to simulate the same types of
response. In this paper we present an overview of the results of
the Vegetation/Ecosystem Modeling and Analysis Project
(VEMAP), an international collaborative exercise involving
investigators from thirteen institutions.

Approach

Overview

We compare the simulations of three biogeography models
(BIOME2, DOLY, and MAPSS) and three biogeochemistry
models (BIOME-BGC, CENTURY, and TEM) for the

conterminous United States under contemporary conditions of
atmospheric C02 and climate. We also compare the simulations
of these models under doubled C02 and a range of climate
scenarios. In addition, we simulate a coupled response by using
the biogeography model outputs as inputs to the biogeochemistry
models.

It is often difficult to identify the source of inconsistencies in
outputs from model intercomparisons. Differences in model

outputs may arise from differences in conceptualization of the
problem, implementation at different spatial or temporal scales,

or use of different input data sets. Contrasts in model

conceptualizations can occur either with the use of different
algorithms or parameter values. In order to examine how

different algorithms or parameter values of identical algorithms
influence change, we attempt to minimize the other sources of
variation by using a common input database and a common

spatial format. In this section, we (1) describe the models used in
this project, (2) present the input database, and (3) discuss the
~roject’s experimental design.

Model Descriptions

Biogeography Models. The biogeography models predict the
dominance of various plant life forms in different environments,

based on two types of boundary conditions: ecophysiological
constraints and resource limitations. Ecophysiological

constraints determine the distribution of major categories of
woody plants and are implemented in the models through the

calculation of bioclimatic variables such as growing degree days
and minimum winter temperatures. Resource (e.g., water, light)

limitations determine major structural characteristics of
vegetation, including leaf area. The differential responses of
plant life forms to resource limitations determine aspects of
vegetation composition such as the competitive balance of trees

and grasses. To account for the effects of resource limitations,

the models simulate potential evapotranspiration (PET), actual
evapotranspiration (ET), and in two of the models, net primary
production (NPP) (Tables 1 and 2). In the VEMAP activity we
have used three biogeography models: BIOME2 [Hoxeltine et
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Table 1. Vegetation Discrimination Criteria in the Biogeography Models

Vegetation Definition BIOME2 DOLY MAPSS

Evergreen/deciduous cold tolerance, chilling. annual cold tolerance, low temperature
C balance, drought growth limit, drought

NeedIe[eat7broad[ eaf cold tolerance, GDD cold tolerance, GDD

Tree/shrub precipitation seasonality NPP, LAI, moisture balance

Woody/non-woody annual C balance, FPC moisture balance, NPP, LAI

c3/c4 temperature growing season temperature

Continental/maritime winter temperature GDD, winter minimum
temperature

cold tolerance. summer
drought, summer C balance

cold tolerance, summer
drought, GDD

LAI

understory Iight

soil temperature

winter-summer temperature
difference

GDD is growing degree days; LAI is leaf area index; NPP is net primary production; FPC is foliar projected cover.

al., 1995], DOLY [Woodward and Smith, 1994a; Woodward et
al., 1995], and MAPSS [Neikon, 1995].

BIOME2: In BIOME2, ecophysiological constraints, which

are based largely on the BIOME model of Prentice et al. [1992],
are applied first to select which plant types are potentially
present at a particular location. Starting from this initial set, the

model then identifies the quantitative combination of plant types
that maximizes whole ecosystem NPP.

Gross primary production (GPP) is calculated on a monthly
time step as a linear function of absorbed photosynthetically
active radiation based on a modification of the Farquhar
photosynthesis equation ~Hazeltine and Prentice, 1995]. The

GPP is reduced by drought stress and low temperatures.

Respiration costs are currently estimated simply as 50’%0 of the
non-water-limited GPP. The model simulates maximum

sustainable foliar projected cover (FPC) as the FPC that produces

maximum NPP. Through the effect of drought stress on NPP,

the model simulates changes in FPC along moisture gradients.
A two-layer hydrology model with a daily time step allows

simulation of the competitive balance between grass and woody
vegetation, including the effects of soil texture, based on

differences in rooting depth. The prescribed COZ concentration
has a direct effect on GPP through the photosynthesis algorithm,
and affects the competitive balance between C~ and Cl plants,

The water balance calculation is based upon equilibrium
evapotranspiration theory [Jarvi.r and McNaughton, 1986] which
suggests that the large-scale PET is primarily determined by the
energy supply for evaporation, and is progressively lowered as
soil water content declines. There is no direct effect of C02 on
the water balance in the model.

DOLY: The DOLY model simulates photosynthesis and ET
at a daily time step, using the Farguhar et al. [1980] and
Permian-Monteith [Monteit/r, 198 1] models, respectively.

Maximum assimilation and respiration rates are affected by both
temperature and nitrogen. Total nitrogen uptake is derived from
soil carbon and nitrogen contents and depends on temperature
and moisture [Woodward and Smith, 1994b]. The influences of
COZ concentration on NPP and ET are modeled explicitly. The
maximum sustainable leaf area index (LAI) for a location is
estimated from long-term average annual carbon and hydrologic
budgets, as the highest LAI that is consistent with maintaining
the soil water balance.

In the DOLY model an empirical statistical procedure,
implemented after the biogeochemical process calculations, is

used to derive the vegetation. This procedure takes account of
both ecophysiological constraints and resource limitation effects,
based on their observed outcome in a range of climates today.
Estimates of NPP, LAI, ET, and PET are combined with

Table 2. Treatments of Biogeochemical Process in the Biogeography Models

State Variables BIOME2 DOLY MAPSS

PET/ET equilibrium Penman-Montieth aerodynamic [Ma?ks. 1990]

Stomata] conductance implicit via soil water content soil water content, VPD, soil water potential, VPD
photosynthesis.. soil
nitrogen

Productivity index NPP(Farquhar-Col latz) NPP(Farquhar. N uptake) leaf area duration

LAVFPC water balance, temperature water balance, light, water bal ante, temperature
nitrogen

Number of soil water layers two layer. saturated and one layer three layer, saturated and
unsaturated percolation unsaturated percolation

PET is potential evapotranspiration; ET is evanpotranspiration; VPD is vapor pressure deficit; NPP is net primary production.; LAI is leaf
area index; FPC is foliar projected cover.
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bioclimatic variables (absolute minimum temperature, growing
degree days (base temperature 0° C), annual precipitation) and a
previously defined vegetation classification to develop a

biogeography model using multiple discriminant function
analysis, as in work by Rizzo and Wiken [1992].

MAPSS: The MAPSS model begins with the application of
ecophysiological constraints to determine which plant types can
potentially occur at a given location. A two-layer hydrology
module (including gravitational drainage) with a monthly time

step then allows simulation of leaf phenology, LAI and the
competitive balance between grass and woody vegetation. A
productivity index is derived based on leaf area duration and ET.
This index is used to assist in the determination of leaf form,
phenology, and vegetation type, on the principle that any
successful plant strategy must be able to achieve a positive NPP
during its growing season,

The LAI of the woody layer provides a Iigbt-limitation to
grass LAI, Stomata] conductance is explicitly included in the
water balance calculation, and water competition occurs between
the woody and grass life-forms through different canopy
conductance characteristics as well as rooting depths, The direct
effect of COZ on the water balance is simulated by reducing
maximum stomatal conductance. The MAPSS model is

calibrated against observed monthly runoff, and has been
validated against global runoff [NeiLron and Mat-b, 1995], A

simple tire model is incorporated to limit shrubs in areas such as
the Great Plains [Nedson, 1995].

The forest-grassland ecotone is reproduced by assuming that

closed forest depends on a predictable supply of winter
precipitation for deep soil recharge [Neilson et al., 1992]. An
index is used that decrements the woody LAI as the summer

dependency increases.

Comparison of biogeography models: The three vegetation
biogeography models use similar thermal controls on plant life
form distribution (Table 1). In addition, they all calculate a
physically based water balance to control water-limited
vegetation distribution (Table 2). The MAPSS and BIOME2
models partition soil water between upper (grass and woody
plant) and lower (woody plant) rooting zones. Leaf area, (LAI in

MAPSS and DOLY, FPC in BIOME2) is treated as a key
determinant of vegetation structure. Transpiration is linked to
leaf area. In water-limited environments, leaf area is assumed to
increase to a level above which deleterious water deficits would

result. Additional energetic constraints (and in DOLY, a
nitrogen availability constraint) on leaf area are imposed in co[d
environments. Thus there is a common conceptual core to all
three models’ treatments of both thermal responses and
hydrological interactions,

Important differences among models lie in their
representations of potential evapotranspiration and direct COZ
effects. Key abiotic controls on potential evapotranspiration are
available energy (a function of net radiation and temperature)
and the vapor pressure deficit (VPD) above the canopy. These
controls are a complex function of canopy properties, planetary

boundary layer dynamics and spatial scale [Jarvis and

A4cNaughton, 1986]. The three models make different
simplifying assumptions, which result in different sensitivities to
temperature and canopy characteristics. In BIOME2, potential
evapotranspiration is assumed to be fully determined by the
available energy supply, which implies no sensitivity to

temperature-induced changes in vapor pressure deficit, or to
canopy properties. The MAPSS model uses an aerodynamic

approach [Marh, 1990] which allows sensitivity to canopy
characteristics (stomatal conductance, LAI, and roughness
length), and a much greater sensitivity to temperature-induced
changes in VPD. The DOLY model uses the Penmart-Monteith
approach, which is intermediate.

The differences among the models’ treatments of

evapotranspiration also lead to differences in C02 response. In
MAPSS, increasing C02 reduces stomatal conductance and
therefore also reduces transpiration, allowing a greater
sustainable LAI. The strong sensitivity of LAI to C02 in

MAPSS offsets its sensitivity to temperature-induced changes in
VPD, However, there is no representation of the effects of COZ

on carbon balance, or on the competition of C3 and Cl plants. In
BIOME2, COZ affects this competition (via the NPP calculation),
but there is no representation of the effects of C02 on
transpiration or LAI. In DOLY, increasing COZ both reduces
stomatal conductance (allowing greater LAI where water is
limiting) and increases NPP, but does not affect the competition
of C3 and C~ plants.

Biogeochemistry Models. The biogeochemistry models
simulate the cycles of carbon, nutrients (e.g., nitrogen), and water
in terrestrial ecosystems which are parameterized according to
life-form type (Table 3). The models consider how these cycles
are influenced by environmental conditions, including
temperature, precipitation, solar radiation, soil texture, and

atmospheric C02 concentration (Table 4). These environmental
variables are inputs to general algorithms that describe plant and

soil processes such as carbon capture by plants with
photosynthesis, decomposition, soil nitrogen transformations

mediated by microorganisms, and water flux between the land
and the atmosphere in the processes of evaporation and

transpiration. Common outputs from biogeochemistry models
are estimates of net primary productivity, net nitrogen
mineralization, evapotranspiration fluxes (e.g., PET, ET), and the
storage of carbon and nitrogen in vegetation and soil, In the
VEMAP activity we have used three biogeochemistry models:

BIOME-BGC, [Hunt and Running, 1992; Running and Hunt,

1993], CENTURY [Pat-ton et al., 1987; Parton et al,, 1988;

Parton et al., 1993], and the Terrestrial Ecosystem Model [TEM,

Raich et al., 1991; McGuire et al., 1992; Melillo et al., 1993].
The similarities and differences among the models are

summarized in Table 5.

BIOME-BGC: The BIOME-BGC (BioGeochemical Cycles)
model is a multibiome generalization of FOREST-BGC, a model
originally developed to simulate a forest stand development
through a life cycle [Running and Coughlarr, 1988; Running and

Gowr, 1991], The model requires daily climate data and the
definition of several key climate, vegetation, and site conditions
(Table 4) to estimate fluxes of carbon, nitrogen, and water
through ecosystems. Allometric relationships are used to

initialize plant and soil carbon (C) and nitrogen (N) pools based

on the leaf pools of these elements [1’itousek et al., 1988].

Components of BIOME-BGC have previously undergone testing
and validation, including the carbon dynamics [McLeod and

Running, 1988; Korol et al,, 1991; Hunt et al., 1991; Pierce,
1993; Running, 1994] and the hydrology [Knight et al., 1985;
Nemani and Running, 1989; White and Running, 1995].

CENTURY: The CENTURY model (Version 4) simulates



VEMAP MEMBERS: COMPARING BIOGEOGRAPHY AND BIOGEOCHEMISTRY MODELS 411

Table 3. Basic Life-forms Used in the Parameterization of the Biogeochemistry Models for Different Vegetation Types

Vegetation Description BIOME-BGC CENTURY TEM

Tundra

Boreal coniferous forest

Temperate maritime coniferous
forest

Temperate continental
coniferous forest

Cool temperate mixed forest

Warm temperate/Subtropical
mixed forest

Temperate deciduous forest

Tropical deciduous forest

Tropical evergreen forest

Temperate mixed xeromorphic
woodland

Temperate conifer xeromorphic
woodland

Tropical thorn woodland

Temperate deciduous savanna

Warm temperate/Subtropical
mixed savanna

Temperate conifer savanna

Tropical deciduous savanna

Cg grasslands

Cq grasslands

Mediterranean shrublrmd

Temperate arid shrubland

Subtropical arid sbrubland

Cl grassland

coniferous forest

coniferous forest

coniferous forest

50% coniferous forest,
Soy. deciduous forest

50% coniferous forest,
50% deciduous forest

deciduous forest

deciduous forest

broadleaved evergreen
forest

500/. coniferous forest,
.50?’. deciduous forest

coniferous forest

shrubland

20?4. deciduous forest,
SOY. Cl grassland

20’% deciduous forest,
80% Cq grassland

20V0 coniferous forest,
80% C3 grassland

20’% deciduous forest,
80V0 Ci grassland

C3 grassland

Ci grassland

shrubland

shrubland

shrub land

tundra

subalpine fir: 100yr burn

western pine: 500yr burn

western pine: 100yr burn

northeast-temperate mixed:
500yr bum

southeast mixed: 200yr burn/
blowdown

northeast deciduous: 500yr burn

tropical deciduous: 500yr bum

tropical deciduous: 500yr burn

southern mixed hardwood/C3
grass: 30yr forest burn/4yr
grass burn, annual grazing

western pine/ 500/0C~- 500/0C~
grass mix: 30yr forest bum/
4yr grass burn, annual
grazing

southern mixed hardwood/C4
grass: 10Oyr forest burn/3 yr
grass bum, annual grazing

southern mixed hardwood/50°%
C3 - 50% Cl grass mix: 30yr
forest bum/4yr grass burn,
annual grazing

southern mixed hardwood/50°A
C3 -509’0 Cq grass mix: 30yr
forest burrr/4yr grass burn.
annual grazing

western pine/50°4 CS - 500/. C4
grass mix: 30yr forest
burn/4yr grass burn, annual
grazing

southern mixed hardwood/Cq
grass: 30yr forest burn/4yr
grass bum, annual grazing

Cq grass: annual grazing

C~ grass: 3yr grass burn, annual
grazing

chaparral: 30yr shrub burn

sage175°/0 C3 - 25°/0 Ci grass:
30yr shrub burn/4yr grass
bum

creosote/50Y0 C? - 500/0Cd

alpine tundra

boreal coniferous forest

maritime temperate coniferous forest

continental temperate coniferous forest

50% continental temperate coniferous
forest, 507. temperate deciduous forest

33V0 continental temperate Coniferous
forest, 33~0 temperate deciduous forest,

34~0 temperate broadleaved evergreen
forest

temperate deciduous forest

tropical forest

tropical forest

xeromorphic woodland

xeromorphic woodland

xeromorphic woodland

50% temperate deciduous forest,
50% grassland

17% continental temperate coniferous
forest, 16?40temperate deciduous forest,

50’%.grassland. 17’%.temperate
broadleaved evergreen forest

50’?/0continental temperate coniferous
forest, 50% grassland

50% tropical forest, 50Y0 grassland

grassland

grassland

xeromorphic woodland

shrubland

shrub land
grass: 30yr shrub burn/4yr grass
burn
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Table 4. Input Requirements of the Biogeography and Biogeochemistry Models for the VEMAP Simulations

Biogeography Models Biogeochemistry Models

Input Variable BIOME2 DOLY MAPSS BIOME-BGC CENTURY TEM

Surface climate

Air temperature

Mean

Minimum

Maximum

Precipitation

Humidity’

Solar radiation

Wind speed

Vegetation type

Soil

Textured

Depth

Water holding
capacity

Soil C, N

Location

Elevation

Latitude

M

M

M(?’oS)

X(CAT)

x

D

D.A

D

D

D(W)

D(I)

M’

M

M

M(VP)

M

X(%T) X(%T,R,O)

x

x

x

D

D

D

D(RH)

D(SR)

x

x

x

M

M

M

M

M

M(%C)

x x

X(%T) X(%T)

x

x x x

x x x

Required variables are indicated with an ‘X’, except for climate variables where models required daily (D) or monthly (M) inputs and/or
absolute value over record (A).

~Humidity variables were average daytime relative humidity (RH) or vapor pressure (VP),
Solar radiation inputs were: total incident solar radiation (SR), daily mean irradiance (I), percent cloudiness (%C). or percent possible

sunshine hours (?4.S).
~DOLY can use daily wind speed, but was implemented with monthly inputs for this study.

Texture was input either as %sand, silt. and clay (%T) or as categorical soil type (CAT). Additional textural inputs were rock fraction (R)
and organic matter content (0).

the C, N, P, and S dynamics of grasslands, forests, and savannas

[Parton et al, 1987, 1993; Metherell, 1992]. For VEMAP only C
and N dynamics are included. The model uses monthly
temperature and precipitation data (Table 4) as well as
atmospheric C02 and N inputs to estimate monthly stocks and

fluxes of carbon and nitrogen in ecosystems. The CENTURY
model also includes a water budget submodel which calculates
monthly evaporation, transpiration, water content of the soil
layers, snow water content, and saturated flow of water between
soil layers. The CENTURY model incorporates algorithms that
describe the impact of fire, grazing, and storm disturbances

(Table 3) on ecosystem processes [Ojima et al., 1990; Sanrord et
al., 199 1; Holland et al., 1992; Metherell, 1992],

TEM: The Terrestrial Ecosystem Model (TEM Version 4)
describes carbon and nitrogen dynamics of plants and soils for
nonwetland ecosystems of the globe [McGzsire et al., 1995a].

The TEM requires monthly climatic data (Table 4) and soil and
vegetation-specific parameters to estimate monthly carbon and

nitrogen fluxes and pool sizes, Hydrological inputs for TEM are

determined by a water balance model [Vbrtismarty et al,, 1989]

that uses the same climatic data and soil-specific parameters as
used in TEM. Estimates of net primary production and carbon

storage by TEM have been evaluated in previous applications of
the model at both regional and global scales [Raich et al,, 1991;
McGuire et al., 1992, 1993, 1995b; Melillo et al., 1993, 1995].

Comparison of biogeochemistry models: All three

biogeochemistry models include submodels of the carbon,
nitrogen, and water cycles, and simulate the interactions among
these cycles. Both CENTURY and TEM operate on a monthly
time step and BIOME-BGC operates on a daily time step, The
models differ in terms of the emphasis placed on particular
biogeochemical cycles and the feedback of these cycles on
ecosystem dynamics. The BIOME-BGC model relies primarily
on the hydrologic cycle and the control of water availability on C
uptake and storage, Both CENTURY and TEM rely primarily on
the nitrogen cycle and the control of nitrogen availability on C
uptake and storage. Below we review several of the differences
among the models including their representation of various
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Table 5. Comparison of Biogeochemical Processes and Compartments Among the Biogeochemistry Models

Process BIOME-BGC CENTURY TEM

PETIET

Number of soil water layers

Carbon uptake by vegetation

LAI

c,= f(c=)

Stomatal conductance= f(C~

Vegetation C/N = f(C~

Plant respiration Qlo

Decomposition Qlo

Number of vegetation carbon pools

Number oflitter/soiI carbon pools

Nitrogen uptake by vegetation

NMIN

Number of vegetation nitrogen pools

Number oflitter/soil nitrogen pools

Equilibrium

Temporal scale

Penman-Monteith

Farquhar

water balance’, N avail-
ability and gross photo-
synthesis

yes

yes

yes

2,0

2.4

4

3

annual

C/N ratio controlled

4

3

carbon pools specified so
that NEP = O after 1 year

daily/annual

modified Penman-Monteith

5-7

multiple limitation NPP

Ieafbiomass, relative carbon
allocation to different vege-
tation pools

not applicable

yes

yes

2.0

-2.0

8

13

monthly

CiN ratio controlled.
f (moisture, temperature)

8

15

simulation with repeated
disturbance for 2000 years

monthly

Jensen-Haise [1963]

1

multiple limitation GPP

not explicitly calculated

yes

no

no

1.5 -2.5

2.0

1

1

mineralization immobilization
dynamics

2

2

dynamic simulation (10 to 3000
years) until carbon and nitrogen
pools come into balance (e.g.,
NEP = O, NMIN = NUPTAKE,
N input= N lost)

monthly

PET is potential evapotranspiration; ET is evapotranspiration; LAI is leaf area index; C, is atmospheric COZ concentration; C; is the internal
CO1 concentration within a “leaf’; NPP is net primary production; GPP is gross primary production; NMIN is net nitrogen mineralization; NEP
is net ecosystem production; and NUPTAKE is nitrogen uptake by vegetation.

‘ for the VEMAP activity, LAI is a function of only water balance

ecosystem components and the algorithms used to describe
ecosystem processes.

Carbon and nitrogen pools: Although all the models
estimate the C and N pools in vegetation and soil, these pools are

simulated with varying degrees of complexity, For example,
TEM represents vegetation carbon with only one compartment;
BIOME-BGC has four; and CENTURY has eight (Table 5). To
compare model estimates in the VEMAP activity, a total
vegetation carbon (VEGC) estimate (above and belowground) is
determined for each model by summing the component pools.
Similarly, a total soil carbon (SOILC) estimate is determined by
summing all litter and soil organic matter pools. Total carbon

estimates are then calculated by summing total vegetation carbon

and total soil carbon.
Net primary productivity (NPP): Although all the models

estimate NPP by subtracting plant respiration from a gross
carbon uptake rate, these estimates are derived in different ways
(Table 5). The BIOME-BGC model estimates NPP and plant
respiration by dividing total canopy photosynthesis in half. Total

canopy photosynthesis estimates are based on the models of
Farquhar et. al. [1980] and Leuning [1990] using estimates of

leaf conductance, leaf nitrogen, intercellular COZ concentration,
air temperature, incident solar radiation, and leaf area index

[Field and Mooney, 1986; Woodrow and Berry, 1988; Raxtetter

et al., 1992].

In CENTURY, maximum plant production is controlled by
soil temperature, available water, LAI, and stand age. A

temperature-production function is specified according to pIant
functional types, such as C3 cool season plants or Cq warm
season plants. Production is further modified by the current

amount of above-ground plant material (i.e., self-shading),

atmospheric C02 concentrations, and available soil N. To
simulate savanna and shrubkmd ecosystems, grass and forest
model components compete for water, light, and nutrients in a
prescribed manner.

In TEM, NPP is the difference between carbon captured from
the atmosphere as gross primary production (GPP) and carbon

respired to the atmosphere by the vegetation. Gross primary
production is initially calculated in TEM as a function of light

availability, air temperature, atmospheric carbon dioxide

concentration, and moisture availability. If nitrogen supply,
which is the sum of nitrogen uptake and labile nitrogen in the
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vegetation, cannot meet the stoichiometric C:N ratio of biomass
production, then GPP is reduced to meet the C:N constraint. In
the case where nitrogen supply does not limit biomass
production, nitrogen uptake is reduced so that nitrogen supply
meets the C:N constraint of biomass production. In this way, the
carbon-nitrogen status of the vegetation causes the model to
allocate more effort toward either carbon or nitrogen uptake
[McGuire et al., 1992, 1993]. Plant respiration is a function of
the mass of vegetation carbon and air temperature.

Response to elevated COZ: To simulate the effects of
doubling atmospheric COZ, both BIOME-BGC and CENTURY
prescribe changes in the nitrogen content of vegetation.
Photosynthesis in BIOME-BGC is constrained by reducing leaf
nitrogen concentration by 20°/0. In CENTURY, the C:N ratios
are increased by 20°/0on the minimum and maximum ratios for N
in shoots of grasses and leaves of trees. In addition, both of the
models prescribe changes that affect the hydrologic cycle. The
BIOME-BGC model reduces canopy conductance to water vapor
by 20% to affect leaf area development. The CENTURY model
prescribes a 20% reduction in actual evapotranspiration to
influence soil moisture. Indirect effects of increased atmospheric

COZ concentrations on ecosystem dynamics occur through
decomposition feedbacks caused by COz-induced changes in leaf
litter quality and soil moisture.

In TEM, elevated COZ may affect GPP either directly or
indirectly. A direct consequence of elevated atmospheric C02 is
to increase the intercellular COZ concentration within the canopy
which potentially increases GPP via a Michaelis-Menton
(hyperbolic) relationship. Elevated atmospheric C02 may
indirectly affect GPP by altering the carbon-nitrogen status of the
vegetation to increase effort toward nitrogen uptake; increased
effort is generally realized only when GPP is limited more by
carbon availability than by nitrogen availability. Potential and
actual evapotranspiration are not influenced by COZ

concentrations,

Decomposition: Estimates of decomposition depend on the
representation of litter and soil compartments in the various
models. In BIOME-BGC, C and N are released from the litter
and soil compartments through an algorithm that includes
controls by water, temperature, and Iignin [Meentemeyer, 1984].
In a similar manner, TEM simulates decomposition as a function
of the one soil organic carbon compartment, temperature, and
soil moisture. In contrast, the CENTURY model simulates the
decomposition of plant residues with a detailed submodel that
divides soil organic carbon into three fractions: an active soil
fraction (< 10-year turnover time) consisting of live microbes
and microbial products; a protected fraction (decadal turnover
time) that is more resistant to decomposition as a result of
physical or chemical protection; and a fraction that has a very
long turnover time (millenial turnover time).

Equilibrium assumptions: The modeling groups

participating in the VEMAP activity agreed to make model
comparisons for mature ecosystems at “equilibrium”, but the
three model structures dictated that the definition of
“equilibrium” be slightly different among them (Table 5). The
BIOME-BGC model assumes that equilibrium conditions are

reached when net ecosystem production (NEP) is equal to zero
(i.e., annual NPP is equal to annual decomposition rates) and
NPP is equal to half of total canopy photosynthesis, Similarly,
TEM assumes equilibrium conditions are reached when the

annual fluxes of NPP, litterfall carbon, and decomposition are
balanced; the annual fluxes of net nitrogen mineralization,
litterfall nitrogen, and nitrogen uptake by vegetation are

balanced; and nitrogen inputs are equal to nitrogen losses from
the ecosystem. In order to bring each simulated ecosystem to
equilibrium, CENTURY runs for at least 2000 years for each
grid cell with prescribed disturbance regimes for specific

ecosystems (Table 3). The disturbances are scheduled so that the
model simulation for a grid cell ends at a prescribed stand age.

Model Input Data

For the VEMAP activity, we developed a model database of
current climate, soils, vegetation, and climate change scenarios
for the conterminous United States. The database was developed
to be compatible with the requirements of the biogeography and
biogeochemistry models (Table 4) [Kittel et al., 1995a]. Input
requirements varied among models in terms of ( 1) daily versus
monthly climate drivers, (2) number of climate and soil inputs,
and (3) different representations of controlling variables such as
solar radiation and surface humidity. These differences

presented a number of problems in the development of a
common input data set. First, daily and monthly data sets had to
represent the same mean climate, but the daily set needed to have
statistical variability characteristic of daily weather. Second, the
requirement for multivariate inputs posed problems of spatial
consistency among data layers due to differences in source data
resolution, accuracy, and registration [Kittei et al., 1995b].

Finally, the need to generate different representations of the same
driving variable led to empirical approximations in cases where
relationships between representations are complex.

Key design criteria for the database were that data layers be
(1) temporally consistent, with daily and monthly climate sets

having the same monthly averages, (2) spatially consistent, with,
for example, climate and vegetation reflecting topographic
effects, and (3) physically consistent, maintaining relationships

among climate variables and among soil properties in soil
profiles. The database covers the conterminous United States,
using a 0,5° latitude/longitude grid.

Climate driving variables. Climate variables required by the
suite of models were both daily and monthly fields of minimum
and maximum surface air temperature, precipitation, total
incident solar radiation, surface air humidity, and surface wind
speed (Table 4). The daily set had to have realistic daily variance

structure for the daily based models to adequately simulate water
balance and ecological dynamics. As a result, daily “normals”

(i.e., long-term averages by day-of-year) would not suffice. On
the other hand, the monthly time step models generally use long-
term monthly climatological data. Therefore the daily climate
data set had to have daily variances and covariances

characteristic of an actual weather record, but maintain on a
monthly basis the same climate as the long-term monthly mean

data set. These two requirements were accomplished by (1)
stochastically generating daily climates for each grid cell based
on temporal statistical properties of nearby weather stations, and
(2) constraining the monthly means of the created daily record to
match those of the cell’s long-term climate.

Spatial and physical consistency among variables were
achieved by ( 1) using monthly mean data developed with spatial
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interpolation techniques that account for effects of topography on
climate, and (2) using covariance information and empirical
relationships between related variables in the generation of daily

data. This suite of techniques used to assure temporal, spatial,
and physical consistency was implemented in a three-step
process.

Step 1: Interpolation routines were used to topographically
adjust monthly mean temperature, precipitation, and wind speed,
To account for the effects of topography on temperature in the
gridding of station data, monthly mean minimum and maximum
temperatures from 4613 station normals [NCLX, 1992] were first
adiabatically adjusted to sea level using algorithms of Marks and
Dozier [1992]. Adjusted temperatures were then interpolated to
the 0.5° grid and adiabatically readjusted to grid elevations,

To create a 0.5° gridded data set of mean monthly
precipitation that incorporated orographic effects, we spatially
aggregated a 10-km gridded data set developed using
Precipitation-Elevation Regressions on Independent Slopes
Model (PRISM) [Daly et al., 1994]. The PRISM models
precipitation distribution by (1) dividing the terrain into
topographic facets of similar aspect, (2) developing precipitation-
elevation regressions for each facet by region based on station
data, and (3) using these regressions to spatially extrapolate
station precipitation to cells that are on similar facets.

Mean monthly wind speeds at 10-m height were derived from
Marks [1990] based on U.S. Department of Energy seasonal
wind averages [Elliott et al,, 1986]. Elliott et al. [1986]

topographically corrected the wind speed means to account for
greater speeds over regions with high terrain.

Step 2: We used a daily weather generator, a modified
version of Weather Generator (WGEN) [Richardson, 1981;

Richardson and Wright, 1984] to statistically simulate a year-
long series of daily temperature and precipitation, with the
constraint that the monthly means of the daily values matched the
long-term monthly climatology, Parameterization of WGEN for
each cell was based on the daily record of the nearest station
drawn from a set of 870 stations [Shea, 1984; Eddy, 1987]. The
WGEN created records that realistically represent daily variances
and temporal autocorrelations (e.g., persistence of dry and wet
days). In addition, WGEN maintained the physical relationship
between daily precipitation and temperature by accounting for
their daily covariance. For example, days with precipitation had
higher minimum and lower maximum temperatures than days
with no precipitation.

Step 3: We used Climate Simulator (CLIMSIM) (a simplified
version of Mountain Microclimate Simulator (MT-CLIM) for flat
surfaces) [Running et al., 1987; Glassy and Running, 1994] to
estimate daily total incident solar radiation, daily irradiance, and
surface humidity based on daily minimum and maximum
temperature and precipitation. The objective of this approach
was to retain physical relationships between temperature,
precipitation, solar radiation, and humidity on a daily basis,
Monthly meams of solar radiation and humidity were derived
from the daily values. The CLIMSIM determines daily solar
radiative inputs based on latitude, elevation, diurnal range of
temperature, and occurrence of precipitation using algorithms of

Gatex [1981] and Bristow and Catnpbel[ [1984]. Mean daily
irradiance was calculated based on day length. Percent
cloudiness and percent potential sunshine hours were estimated
from fraction of potential total incident solar radiation using the

regression relationships developed by Black et al. [1954] and
Linacre [1968].

The CLIMSIM empirically estimates daily vapor pressure and

average daytime relative humidity by assuming that on a daily
basis minimum temperatures reach the dew point. Because this
is often not the case in arid regions, we adjusted daily humidity
data downward so that vapor pressure monthly means matched
the observed monthly climatology developed by Marks [1990].

Soils and vegetation. An important aspect of the database

development was the creation of a common vegetation
classification. A common classification simplifies comparison of
model results and the coupling of the vegetation redistribution
models to the biogeochemistry models. In addition, many

models have vegetation-specific parameters so that classification
schemes are intertwined with model conceptualizations (Table 3).

Our vegetation classification (VVEG) (Table 6) was

developed by considering (1) the ability of the biogeography
models to produce such a common classification, (2) the ability

of the biogeochemistry models to adapt their parameterizations to
the classification, and (3) the vegetation classification used in
extant georeferenced databases that describe the potential
vegetation of the conterminous United States, Vegetation classes

were defined physiognomically in terms of dominant life-form

and leaf characteristics (including leaf seasonal duration, shape,
and size; Running et al. [1994]) and, in the case of grasslands,
physiologically with respect to dominance of species with the C~
versus Cq-photosynthetic pathway. Distribution of these types
(Plate 1) was based on a gridded map of Kiichler’s [1964, 1975]

potential natural vegetation (D. W. Kicklighter and A. D.
McGuire, personal communication, 1995). For the purpose of
this exercise, we assumed that this distribution of potential
vegetation is in equilibrium with current climate.

Required soil properties, including soil texture and depth
(Table 4), were based on Kern’s [1994, 1995] 10-km gridded Soil

Conservation Service national level (NATSGO) database. We
used cluster analysis to group the 10-km subgrid elements into 1-
4 dominant (“modal”) soil types for each 0.5° cell. In this

approach we represented cel 1 soi 1 properties by one or more
dominant soil profiles, rather than by an “average soil profile”
that may not correspond to an actual soil in the region.
Properties of the first modal soil were used in the simulations.
The models were applied to nonwetland areas (3 168 total grid

cells). Wetland or floodplain ecosystems were excluded because
some of the models do not simulate water, carbon, or nitrogen
dynamics for inundated soils.

Climate scenarios. Climate change scenarios used in the

simulations were based on three atmospheric general circulation
model (GCM) experiments for a doubled COZ atmosphere and an
equilibrium climate. These were from the Geophysical Fluid

Dynamics Laboratory (GFDL) [R30 2.22° x 3.75° grid run;
Manabe and Wetherald, 1990; and Wetherald and A4anabe,
1990], Oregon State University (OSU) [Schlesinger and Zhao,

1989], and United Kingdom Meteorological Office (UKMO)

[Wilson and Mitchell, 1987] (Plate 2). In these climate
sensitivity experiments, the GCMS were implemented with a
simple “mixed-layer” ocean representation that includes heat

storage and vertical exchange of heat and moisture with the
atmosphere but omits horizontal ocean heat transport.

The three climate change scenarios were selected to represent

the range of climate sensitivity over the United States among
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Table 6. Translation of Potential Vegetation of the Conterminous United States Defined by Ktichler [1964]. to the Vegetation
Classification (VVEG) Used in the VEMAP Activity

VVEG Vegetation Type Map Symbol

I

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

90

91

92

tundra

boreal coniferous forest

temperate maritime coniferous forest

temperate continental coniferous forest

cool temperate mixed forest

warm temperate / subtropical mixed forest

temperate deciduous forest

tropical deciduous forest

tropical evergreen forest

temperate mixed xeromorphic woodland

temperate conifer xeromorpbic woodland

tropical thorn ~oodlarrd

temperate deciduous savanna

warm temperate /subtropical mixed savanna

temperate conifer savanna

tropical deciduous savanna

C3 grasslands

C~ grasslands

Mediterranean shrubland

temperate arid shrubland

subtropical arid shrubland

ice

inland water bodies

wetlands

52

15.21.93.96

1,2, 3,4,5,6

8.10, 11, 12, 13.14, 16, 17, 18, 19,20,95

28, 106, 107, 108, 109, 110

29.89,90, 111, 112

26.98,99, 100, 101.102, 103, 104

not present

not present

30,31,32,36,37

23

not present

61,71,81,82,84,87,88

60,62,83,85,86

24

not present

47,48,50, 51,63,64,66,67,68

53,54,65,69, 70, 74, 75,76, 77

33,34,35

38,39,40,46, 55, 56.57

41,42,43,44,45.58.59

not present

no symbol

49, 78, 79.80.92,94.113, 114

Vegetation types represented by map symbols 7,9,22,25,27,72,73,91, 97, 105, 115, 116 are never dominant at the 0,5° longitude x 0,5”
latitude grid cell resolution

GCMS run with a mixed-layer ocean. The OSU scenario had the
lowest United States average annual temperature sensitivity (+
3.0° C) and low annual precipitation sensitivity (4Y0 increase),

and UKMO had the highest temperature (+ 6.7”C) and high

precipitation sensitivity ( 12?40 increase). The GFDL R30 run had

intermediate temperature (+ 4.3”C) and highest precipitation

sensitivity in the mean across the United States. (210/0 increase).

Precipitation responses in all models were regionally variable.
For example, GFDL R30 showed greater than 50’%0 increases in
the southwest and 10?4odecreases in the southeast (Plate 2).

Temperature changes were more uniform.
Changes in monthly mean temperature were represented as

differences and those for monthly precipitation, solar radiation,
and vapor pressure as change ratios. The GCM grid point change
values were derived from archives at the National Center for
Atmospheric Research (NCAR) [Jemre, 1992] and interpolated to
the 0.5° grid (Plate 2). This provided smoothed monthly change
fields that were applied to the VEMAP base climate to generate
altered-climate inputs. We determined differences for relative

humidity based on the VEMAP base climate and climate changes

for temperature, vapor pressure, and surface pressure. Changes
in wind speed from the GCM runs were locally extreme (e.g.,
increases by a factor of 3 or more) and were not used in tbe
simulations.

Simulation Protocol

To evaluate the individual and joint effects of altered climate

and doubled COZ on simulated biogeography and
biogeochemistry, we implemented a factorial model experimental
design (Table 7). The first set of simulation experiments was
with the biogeography models. For these experiments the

control runs were driven by an atmospheric COZ concentration of
355 parts per million by volume (ppmv) and monthly or daily
versions of the contemporary climate data set. The subsequent
sets of simulating experiments were for ( 1) climate chrmge
(without accompanying CO, increase) under each of the 3 GCM
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VEMAP VEGETATION DATA SET

417

LEGEND

m Temp. Mixed Xeromorphic Wood.

m Tropical Evergreen Forest

m Tropical Deciduous Forest

m Temperate Deciduous Forest

m Warm Temp. Mixed/Everg. Forest

m Cool Temp. Mixed Forest

m Continental Temp. Conifer Forest

Maritime Temp. Conifer Forest

m Boreal Forest

m Tundra

.Y

Subtropical Arid Shrubiands

Temperate Arid Shrublands

m Mediterrean Shrublands

C4 Grasslands

“ C3 Grasslands

$:;i~!ii! TrOpi~l DeciduOuS %Hlrla
.. .. @B:,“?$..,,

Temperate Conifer Savanna

-w Warm Temperate/S.T. Mixed Savanna

Temperate Deciduous Savanna

w Tropical Thorn Woodland

Temp. Conifer Xeromorphic Wood.

Plate 1. Potential vegetation distribution of the conterminous United States based on the
VEMAP vegetation cla~sification (VVEG).

scenarios (OSU, GFDL R30, and UKMO), (2) doubled COZ (710
ppmv), and (3) both climate and C02 changes, The
biogeography models were analyzed for their representation of
potential vegetation under current and altered conditions.

The second set of experiments was with the biogeochemistry
models. Control runs with these models used the same COZ
concentration and contemporary climate data as the
biogeography models and used the Kiichler-derived distribution
of potential vegetation (Plate 1). The biogeocbemistry model
sensitivity experiments were also for (1) climate change, (2)
doubled C02, and (3) both climate and C02 changes (Table 7).

The model results were evaluated in terms of net primary
productivity (NPP), carbon in living vegetation (VEGC,

including both above and belowground carbon), carbon in soil
organic matter (SOILC), actual evapotranspiration (ET), and net

N mineralization (NMIN).
[n a third set of simulations, we examined the effects of

biogeographical changes on biogeochemical responses. Each
biogeochemical model was run using results of the three
biogeography models (Table 7). These “coupled” runs were

made for contemporary (control) conditions and combined
climate and doubled C02 effects. The controls for the coupled



418 VEMAP MEMBERS: COMPARING BIOGEOGRAPHY AND BIOGEOCHEMISTRY MODELS

Annual Temperature Change Difference
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Annual Precipitation Change Ratio

1
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0.4
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Plate 2. Changes in annual temperature and precipitation for doubled COZ estimated by three
atmospheric general circulation models, including: Oregon State University (OSU). the

Geophysical Fluid Dynamics Laboratory (GFDL R30), and the United Kingdom
Meteorological Office (UKMO): (a) Absolute change in mean annual surface air temperature,

and (b) Ratio of predicted to present precipitation.
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Table 7. Factorial Design to Examine the Influence of Climate Change and Elevated Atmospheric C02 Concentration on
Vegetation Distribution and the Effects of Climate, C02, and Biome Redistribution on Biogeochemical Processes

Biogeography Models Biogeochemistry Models

With Ktichler With Vegetation
Vegetation Redistribution

Control x x x

Altered climate x x

Doubled C02 concentration x x

Climate and C02 change x x x

Control and doubled-C02 concentrations were 355 and 710 ppmv. respectively. Climate change scenarios were based on OSU, GFDL R30,
and UKMO GCM experiments (see text)

runs differed from those for the independent experiments in that
the vegetation fields were based on output from biogeography

model control runs rather than the Kuchler-derived distribution.

Results and Discussion

Biogeography Models

Comparisons to the VEMAP vegetation distribution. The

three biogeography models successfully simulated the overall

geographic distribution of major vegetation types under current

conditions (Plate 3). We used an index known as the “kappa
statistic” as a measure of map agreement: the larger the kappa
statistic (k), the greater the agreement between modeled and
actual vegetation distribution [Mmrserud and Leemans, 1992;
Prentice et al., 1992]. The three models showed nearly equal
abilities to match VVEG on a cell by cell basis (k = 0.69 for
BIOME2, 0.70 for MAPSS, 0.72 for DOLY; Figure la). The
models had different misclassifications with respect to individual
vegetation types. One consistent model bias was to over-
represent montane vegetation with respect to shrublands in the
intermountain west, This bias was caused by the difficulty of
representing spatial heterogeneity on a coarse grid, Climate

specified for 0.5° cells in the basin-and-range topography is in
effect an average of the ranges and basins, whereas the mapped
vegetation is the areally predominant type, that is, commonly the

arid shrublands of the basins,
Contemporary climate and COZ concentration. The

models have similar estimates of area for forests (42 to 46°/0 of
the conterminous United States), grasslands (17 to 27’Yo),
savannas (15 to 250/0), and shrublands (14 to 180/0), The models
differ in their placement of the boundary between C~ and C4
grasslands (Plate 3), reflecting the fact that these grasslands are
not exclusively C, or Cd systems, but rather mixtures. The
models also varied in their simulations of the location and width

of the ecotone between the central grasslands and eastern forests,
represented by savanna types. This ecotone is hard to capture

based on long-term climatic means because of its sensitivity to
interannual precipitation variability and fire frequency [Borchert,

1950; Daubennrire, 1968]. Each model uses a different approach
to approximate the CJCq and forest/grassland transitions.

Climate change. The models’ sensitivities to climate change

differ in the absence of a direct C02 effect (Plate 3). All
biogeography models agree in showing that the OSU scenario
produces the smallest effect on biome redistribution and the

UKMO produces the greatest effect. Overall, BIOME2 and
MAPSS show a greater sensitivity than DOLY to the UKMO

scenario (Figure 1a); and MAPSS shows a greater sensitivity
than BIOME2 or DOLY to the GFDL scenario. As a result,
greater divergence among the model predictions (Figure 1b)
occurs when using climate scenarios with larger changes in
temperature or precipitation.

The responses of forested area under climate change, but
without a direct C02 effect, differ sharply among the models.
The BIOME2 and DOLY models predict changes that are both
negative and positive (from - 180/0for DOLY under OSU climate
to +7% for BIOME2 under GFDL climate). The MAPSS model

consistently predicts substantial decreases in forested area (from
-44 to -84%). All three models predic~ losses in conifer forests,
most extreme in MAPSS and least in BIOME2 (Figure 2a).

While MAPSS predicts losses in broadleaf forests under all
scenarios, BIOME2 and DOLY predict gains or losses,

depending on the scenario. The three models also predict some
degree of conversion of western conifer forests to broadleaf, the
effect being most pronounced in BIOME2 and least in DOLY
(Plate 3), In general, the conifer to broadleaf conversion is least
under the OSU scenario and greatest under the UKMO scenario
for all three vegetation models. The conversion to broadleaf
appears to result from longer and more moist growing seasons.

Most of the simulations (Plate 3) show major northward shifts
of the eastern forest belts. Warm temperate/subtropical mixed
forests partly or wholly replace today’s temperate deciduous

forests while temperate deciduous forests partly or wholly
replace cool temperate mixed forests, Tropical forests extend
their range northward in the BIOME2 runs,

The models vary in their predictions of the extent to which
grasslands invade forests or vice versa with climate change. The
BIOME2 and MAPSS models predict that the areal extent of
grasslands increases for all climate change scenarios (Figure 2a);
from +4% (BIOME2 with GFDL climate) to +70V0 (MAPSS

with UKMO). The DOLY model also predicts increases in

grasslands with the OSU climate (+61 ?40), but predicts decreases

in grasslands with either the GFDL (-9Yo) and UKMO (-25Yo)

climate scenarios. All three models predict eastward extensions
of grasslands or savannas into the eastern broadleaf forests under
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all three GCM scenarios, especially in the upper Great Lakes
region of the Midwest. The greatest change occurs with the
MAPSS model under the UKMO climate where almost all of the
eastern forests are replaced by grasslands or savannas (Plate 3).
In contrast, the DOLY model predicts only the eastward
extension of savannas into the Great Lakes region with climate
change. In the southern plains, the models are in general
agreement; they show expansions of forests and savannas to the
west under the high rainfall GFDL scenario and contractions of

these types to the east under both the OSU and UKMO scenarios,
Within the central grasslands, the three models also predict some

degree of conversion of CJ grasslands to Cd grasslands because
of higher temperature andlor lower moisture availability; the
effect being most pronounced in BIOME2 under the UKMO
climate and least pronounced in DOLY under the OSU climate.

All three biogeography models predict both positive and
negative changes in the areal extent of shrub lands with climate
change, but differ in the magnitude and direction of these
changes under a particular GCM climate (Figure 2a). Both the
BIOME2 and MAPSS models predict an increase of shrublands
(+9.8 and +41,5%, respectively) under the OSU climate scenario,

but predict a decrease of shrub lands in the warmer and wetter
GFDL (-38.6% for BIOME2; -6,2’XOfor MAPSS) and UKMO
(-8.5% for BIOME2; -0.6% for MAPSS) climate scenarios,
Because grasses are better able to outcompete shrubs under more
moist conditions, shrublands are replaced by grasslands in these
latter GCM scenarios. In contrast, the DOLY model predicts a
decrease in the area] extent of shrublands for the OSU (-10.2%)
and GFDL (-24. 1°/0) scenarios, but predicts an increase of
shrublands for the UKMO climate scenario (+29.50/0). Within

shrublands, all three models predict some degree of conversion
of temperate arid shrublands to subtropical arid shrublands as a
consequence of the higher temperatures under the GCM
scenarios; the effect is most pronounced in DOLY under the

UKMO climate and least pronounced in MAPSS or BIOME2
under the OSU climate.

Doubled CO1. All models show some direct effects of COj
on biome distribution in the absence of climate change. The
change is least for BIOME2 (Figure lc, doubled COZ
comparisons). where the only major change is that Cj grasslands
increase relative to C4 grasslands throughout the United States,
The DOLY and MAPSS models show increases in the extent of
forests through the western interior and in the prairie-forest
border region.

Climate change and doubled C02. A general result of
considering both climate change and doubled COZ responses
(Figures 1c-l d and Plate 4) is to substantially reduce the
divergence among models by mitigating the climate-induced
drought effects. The effect of this C02 mitigation varies among

the models. The BIOME2 model predicts changes of forest area
under climate change with doubled C02 that are similar to the
changes of forest area under climate change alone; forests
increase under the GFDL climate (+100/0), but decrease under the
OSU (-14VO) and UKMO (- 14~o) climates. In contrast, the

MAPSS model predicts increases in forest area under the OSU

(+23%) and GFDL (+20%) climates with doubled COZ as
compared to the reductions of forest area predicted under climate
change alone. For the UKMO climate with doubled COZ, the
MAPSS model predicts decreases in forest areas (- 13Yo) that are

much smaller than the decreases (-84°/0) predicted under climate

change alone, The COZ mitigation of climate-induced drought

effects is also apparent in the DOLY model predictions of
changes in forested area, but the effect is not as pronounced as
the MAPSS model predictions; forested areas decrease under the
OSU climate (-7Yo), but increase under the GFDL (+11VO)and
UKMO (+2’Ko)climates. Within forests, the BIOME2 and DOLY
models still predict overall losses of western conifer forests under
all three GCM scenarios while the MAPSS model predicts losses
of conifer forests only under the UKMO climate (Figure 2b).

The MAPSS model predicts increases in conifer forests under
both the OSU and GFDL climates.

As forested areas are generally predicted to increase under

climate change with doubled COZ, the biogeography models
predict either smaller increases or decreases in the areal extent of
grasslands in comparison to climate change alone (Figure 2b).
Both the BIOME2 and DOLY models predict that grasslands
increase under the OSU climate (+1 0°/0 for BIOME2; +48°/0 for
DOLY) and decrease under the GFDL climate (-5~o for

BIOME2; -8V0 for DOLY), but the models differ in their
response for the UKMO climate (+39°/0 for BIOME2; -3 1°/0 for
DOLY). Unlike the scenarios of climate change alone, the

MAPSS model predicts that grasslands will decrease for all
climate scenarios with doubled C02. The models still predict
eastward extensions of grasslands or savannas into the eastern

broadleaf forests under all three GCM scenarios, but these
extensions are more limited than predicted by the climate change
alone scenarios; especially the changes predicted by the MAPSS
model. The response of grassland composition differs among the
models. Climate change alone generally favors Cd grasses in all
models. However, in BIOME2 this effect is reversed by the COZ
fertilization of C~ grasses, which allows C3 grasslands to spread

southward to Texas.
With climate change and elevated C02, all biogeography

models predict the areal extent of shrublands to decrease for all

GCM climates (from -75’%. for MAPSS under GFDL climate to
-2’7. for DOLY under UKMO climate), with the exception of

BIOME2 under the OSU climate which predicts increases in
shrublands (+14%). Within shrublands, DOLY still predicts
large increases in subtropical arid shrublands (+30 to +185%);
BIOME2 predicts gains or losses (-30 to +74VO); and MAPSS
predicts losses or small gains (-56 to +2%). With increased
water use efficiency from elevated COZ, grasses are more able to
gain a competitive advantage over shrubs to reduce the areal
extent of shrublands. Clearly for all biomes, the three
biogeography models exhibit complex water balance responses,

combining sensitivities to increases in temperature and rainfall
with increased water use efficiency from elevated COZ.

Biogeochemistry Models

Contemporary climate and C02 concentration. The
continental-scale estimates of annual NPP for contemporary
climate at an atmospheric concentration of 355 ppmv C02 vary
between 3125 x 1012gC (TgC) yf’ and 3772 TgC y~i (Table 8).
This range is equivalent to the measurement error in NPP. The
estimates for total carbon storage vary between 108 x 1015 gC
(PgC) and 118 PgC (Table 8), which represents a 9% difference

among the models. Although the continental-scale estimates of
total carbon storage are similar among the models, BIOME-BGC
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Plate 3. The effect of climate change on vegetation distribution, The simulated vegetation
distributions of the three biogeography models (DOLY, BIOME2, and MAPSS) are compared
to the VEMAP vegetation distribution and four climate scenarios: contemporary, OSU, GFDL
R30, and UKMO. All simulations are based on an atmospheric C02 concentration of 355
ppmv.
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Figure 1. Comparison of the kappa statistics among the VEMAP
vegetation distribution (VVEG) and the simulated vegetation
distributions of the three biogeography models (BIOME2,
MAPSS, and DOLY) for various climate scenarios and
atmospheric C02 scenarios: (a) the simulated vegetation
distribution using current climate (Control) at an atmospheric
C02 concentration of 355 ppmv is compared to the VEMAP
vegetation distribution and the simulated vegetation distributions
of the three biogeography models using the OSU, GFDL R30,
and UKMO climates at an atmospheric COZ concentration of 355
ppmv; (b) the relative agreement between pairs of biogeography
models for various climate scenarios at an atmospheric CO~
concentration of 355 ppmv; (c) the simulated vegetation
distribution using current climate (Control) at an atmospheric
C02 concentration of 355 ppmv is compared to the simulated
vegetation distributions of the three biogeography models using
current, OSU, GFDL R30, and UKMO climates at an
atmospheric C02 concentration of 710 ppmv; and (d) the relative
agreement between pairs of biogeography models for various
climate scenarios at an atmospheric C02 concentration of 710
ppmv. Large values of the kappa statistic indicate good
agreement between vegetation distributions.

estimates higher soil carbon (70 PgC) than the other two models
(52 PgC by CENTURY and 49 PgC by TEM) and lower
vegetation carbon (48 PgC) than either CENTURY (64 PgC) or
TEM (59 PgC). The ecosystem level estimates of NPP and total
carbon storage are highly correlated (P < 0.0001; N = 17
ecosystems) among the models; in pairwise comparisons among
the models the correlations range from 0,907 to 0.958 for NPP
and from 0.954 to 0,970 for total carbon storage. The estimates
for individual grid cells are also highly correlated (F’ < 0,0001; ,$’
= 3168 grid cells) among the models; correlations range from
0.777 to 0,848 for NPP and 0.818 to 0.91 I for carbon storage,

Climate change. The continental level NPP responses of

CENTURY and TEM to climate change are positive (Table 8)
because both models estimate that nitrogen mineralization
increases for the three climates (CENTURY, 10 to 19°/0, TEM, 8

to 1I“A). Enhanced nitrogen mineralization increases the amount
of nitrogen available to plants so that NPP may increase. For
CENTURY, the response of NPP and nitrogen mineralization is
lowest for the low-temperature OSU scenario and highest for the
high-temperature UKMO scenario. The CENTURY-estimated

NPP of warm temperatelsubtropical mixed forest under the
UKMO scenario increases 11%, and is associated with a 10%
increase in nitrogen mineralization rates. Total carbon storage in
CENTURY is enhanced by o~o for all climate scenarios (Table
8). Although CENTURY estimates losses of soil C for all these
climate scenarios, gains in vegetation C were 2 to 3 times as
large as these losses.

In contrast to CENTURY, the NPP increases of TEM (Table
8) are highest for the low-temperature OSU scenario (10%) and
lowest for the high-temperature UKMO scenario (7%). The
TEM estimates enhanced evaporative demand in warm
temperatelsubtropical mixed forest under the UKMO scenario,
and predicts lower nitrogen cycling for UKMO than for OSU.
Under the UKMO scenario, NPP for warm temperate/subtropical
mixed forest decreases by 10°/0, which is associated with a 12°/0
decrease in nitrogen mineralization. The response of total carbon
storage is correlated with the pattern of NPP response and ranges
from 1% increase for OSU to 11% decrease for UKMO (Table
8). Thus although the NPP responses of TEM and CENTURY
both depend on the response of nitrogen cycling to climate
change, the models differ in how temperature and moisture

availability influence nitrogen mineralization rates.

Among the three biogeochemistry models, BIOME-BGC
generally estimates the most negative or smallest positive NPP
responses to climate change (Table 8). The decrease in NPP for

the UKh40 scenario is primarily caused by lower production in
warm temperate/subtropical mixed forest where mean annual air
temperature increases 6.4°C and radiation increases 5.8Y0, but

precipitation increases only 1.7’%.;the decrease in NPP is caused
by increased evaporative demand. The model simulated
increases in NPP for the GFDL scenario as a result of reduced
simulated evaporative demand for the GFDL scenario, The NPP
response for the OSU scenario is intermediate because the low

continental precipitation increase (4.3’%0) that is associated with
low increases in temperature (+3 ,O°C) and solar radiation ( 1.6VO)

causes evaporative demand to increase slightly in the BIOME-
BGC. The decreases in total carbon storage by BIOME-BGC
range from 38°/0 reduction for UKMO to 17°/0reduction for OSU

(Table 8). For BIOME-BGC estimates of total carbon storage to
changes in climate are caused by decreases in NPP because of
decreased water availabilities, and increases in plant and soil
respiration because of higher temperatures, Soil C loss accounts
for 72 to 85’% of the total C loss across the three climate

scenarios.

Doubled COl,. Doubled atmospheric C02 causes continental-
scale increases in NPP that range from So/o in CENTURY to 11°/0
in BIOME-BGC; TEM estimates an intermediate increase of 90/o

(Table 8). These increases are substantially lower than the 25 to
50% growth response to doubled C02 that has been observed in
greenhouse studies that provide plants with sufficient nutrients

and water [Kimball, 1975; Gates, 1985]. Total carbon storage
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Figure 2. Comparison of area estimates of different biomes under various climate scenarios as
simulated by three different vegetation distribution models: (a) without physiological C02
effects; and (b) with physiological COZ effects, The control simulations in Figure 2b do not
include a C02 effect. The vegetation classes are aggregated from the original 21 VVEG types
as follows: Tundra (T), 1; Conifer Forests (C), 2-4: Broadleaf Forests (B), 5-9;
Savanna/Woodland (SW), 10, 11. 13-16: Subtropical Shrub/Steppe (StS), 12,21; Temperate
Shrub/Steppe (TS). 19,21; and Grasslands (G), 17,18.

increased between 2°/0 in CENTURY and !)”/o in TEM, with an
intermediate To/o in BIOME-BGC. For all three models, carbon
storage increases more in vegetation than soils (57 to 67°/0 in
vegetation),

Significant dissimilarities in ecosystem level responses are
caused, primarily, by different mechanisms controlling the COZ
response of carbon assimilation by the vegetation. In BIOME-
BGC, photosynthetic capacity is reduced because of a prescribed
lower leaf nitrogen concentration, but increased intercellular COJ

potentially enhances carbon uptake. In contrast, the response of
carbon capture in the other two models is primarily controlled by
nitrogen feedbacks. In TEM the ability of vegetation to
incorporate elevated COZ into production is controlled by
stoichiometric constraints on the C:N ratios of production and
vegetation stocks. Also in TEM, elevated COZ enhances

continental-scale nitrogen uptake by the vegetation by 10°/0 in
response to doubled C02. In CENTURY, doubled C02 results in
a prescribed 20’XOreduction in transpiration which potentially
modifies soil moisture levels. An additional effect in CENTURY
is a 20°/0 increase in the C:N ratio of vegetation. In contrast to
TEM, continental-scale nitrogen mineralization in CENTURY

decreases by 2V0 in response to doubled COZ because of slower
decomposition resulting from changes in foliar N.

Climate change and doubled COZ. The NPP and total
carbon responses of BIOME-BGC and CENTURY to changes in
both climate and COZ are essentially additive (Table 8). In TEM
an interaction between elevated CO* and climate that influences
NPP and carbon storage is caused by enhanced plant N uptake.
This C02 and climate change interaction ranges from 8V0 in the

OSU scenario to 19% in the UKMO scenario and results in



426 VEMAP MEMBERS: COMPARING BIOGEOGRAPHY AND BIOGEOCHEMISTRY MODELS

PRESENT CLIMATE GFDL R30 CLIMATE
1 x C02 2 x C02

DOLY DOLY

VEMAP VEGETATION DATA SET

Plate 4. The effect of climate change and doubled COZ on vegetation distribution. The
simulated vegetation distributions of the three biogeography models (DOLY, BIOME2, and
MAPSS) arc compared to the VEMAP vegetation distribution and four climate scenarios:
contemporary, OSU, GFDL R30, and UKMO. The }egetation distribution for the
contemporary climate is based on an atmospheric COZ concentration of 355 ppmv. The
vegetation distributions for the other climate scenarios are based on an atmospheric COZ
concentration of71 O ppmv.
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overall increases that range from 27 to 35’?to(Table 8), with
similar effects for carbon storage (Table 8) Because of the
interaction between elevated C02 and climate responses, TEM
estimates the greatest enhancement in NPP and total carbon
storage among the three biogeochemistry models.

Coupled Models

The coupled-model experiments involve spatially
extrapolating the biogeochemistry models for the vegetation
distributions that are defined by the biogeography models for
each of three GCM-generated climate scenarios, A coupling of
one biogeochemistry model with the vegetation of one
biogeography model is hereafter referred to as a “model pair”,
The biogeochemistry models did not determine the transient
changes in NPP or carbon storage as vegetation changed on a
grid cell. Instead, the biogeochemistry models simulated the

equilibrium fluxes and pools for the new vegetation and climate
of the grid cell. For example, a grid cell that changed from a Cj
grassland to a temperate deciduous forest used the parameters
associated with temperate deciduous forests.

NPP and total carbon storage for contemporary climate.
For contemporary climate at 355 ppmv C02, NPP for the three
modeled vegetations varies among the biogeochemistry models
from 3132 TgC yr-[ (CENTURY with MAPSS vegetation) to
3854 TgC yf’ (BIOME-BGC with BIOME2 vegetation) (Table
9). The range is similar to that estimated among the three
biogeochemistry models for the VEMAP vegetation distribution
(Table 8). Thus the NPP estimates for a given biogeochemistry
model are relatively constant among the different current
vegetation distributions, with most of the variability attributable
to differences among the biogeochemistry models, Estimates for
total carbon storage for the three current vegetation distributions
range from 109 PgC (TEM with MAPSS vegetation) to 125 PgC
(CENTURY with BIOME2 vegetation) (Table 9). Similar to
NPP, most of the variability is attributable to differences among
the biogeochemistry models,

NPP responses to climate change and elevated carbon
dioxide. The total continental-scale response of NPP is

calculated for each model pair by subtracting the NPP estimate
for contemporary climate at 355 ppmv COZ, from that for the
future climate at doubled COZ; and is relative to the estimate for
contemporary climate (Table 9). The total NPP responses are
positive for most of the model pairs, but range widely. There are
no relative increases in NPP when BIOME-BGC is run with
either the DOLY or MAPSS vegetations for the UKMO climate
(Table 9, Plate 5), The DOLY model simulates little change in
the forested area of the United States (42 to 430A), whereas
MAPSS simulates a decrease from 44 to 387.. The largest NPP
increases occur when the TEM is run with the MAPSS
vegetation for the OSU climate (400/0). The MAPSS model
estimates that the forested area of the conterminous United States
increases from 44 to 53°/0 under the OSU climate,

The total continental-scale NPP response for a model pair can
be partitioned into two components (Table 10) (1) those resulting
from changes in area of ecosystems (i.e., structural responses).
and (2) those resulting from a change in mean NPP for an
ecosystem type based on the predictions of the biogeochemistry
models (i.e., functional responses). The structural response for a

vegetation type is determined by multiplying its mean
contemporary NPP (grams carbon per square meter per year)
times the change in area estimated by the biogeography model.
The continental-scale structural response for the model pair is

determined by summing the structural response of all vegetation
types. The functional NPP response is determined by subtracting
the structural response from the total response.

The structural response of NPP is generally positive because
in most cases the biogeography models predict expansion of high
NPP ecosystems at the expense of low NPP ecosystems. The
functional NPP responses are specific to each biogeochemistry
model: BIOME-BGC’S range from -22V0 (DOLY for UKMO
climate) to 7°/0 (BIOME2 for OSU climate), CENTURY’s are
almost always positive with the largest being 14°A (BIOME2 for
UKMO climate), and TEM’s are always positive with the largest
being 3 l% (BIOME2 for OSU climate). The structural responses
of BIOME-BGC with all three biogeography model vegetations
for the UKMO climate are effectively canceled by the functional
NPP response of BIOME-BGC to the UKMO climate. In

contrast, the structural responses of NPP for the pairing of TEM
with all three biogeography model vegetations for the UKMO

climate are enhanced by the functional responses of TEM to this
climate. There are two aspects to the mechanism underlying the
functional NPP response of TEM; increased nitrogen
mineralization in response to elevated temperature, and increased
nitrogen uptake. For model pairs involving either BIOME-BGC
or CENTURY, the structural responses are generally equal to or
greater than the functional responses (Table 10). In contrast, for
model pairs involving TEM, the structura[ responses are
generally less than the functional responses.

Carbon storage responses to climate change and elevated
carbon dioxide. For the model pairs, both positive and negative

changes of total carbon storage occur (Table 9). Similar to NPP,
the responses of carbon storage range widely and depend on the
combination of climate scenario and model linkages. The largest

carbon storage reduction, -sg~., occurs when BIOME-BGC is
run with the MAPSS vegetation for the UKMO climate (Table 9,
Plate 6). This is an absolute loss of 47 PgC, of which 33 Pg
(70~0) is from soil and 14 Pg (30%) is from vegetation. At the
other extreme. the largest positive responses of carbon storage,
an increase of q~~o, occur when TEM is run with the MAPSS
vegetations for the OSU and GFDL climates (Table 9). For the
GFDL climate, this is an absohrte increase of 35 PgC, of which
5% is in soils and %~. is in vegetation,

The structural and functional responses for total carbon

storage are calculated analogous to those for NPP, Both positive
and negative structural responses occur (Table 10) and reflect
changes in forest area predicted by the biogeography models.

Similar to the NPP functional responses, those of total carbon
storage are specific to the different biogeochemistry models:
BIOME-BGC’S are always negative; CENTURY’s are always

small and can be either positive or negative; and TEM’s are
always positive with the largest being 23°/0, The largest total
carbon storage reduction, -3$%.. occurs when BIOME-BGC is
run with the MAPSS vegetation for the UKMO climate. The
decrease in forested area from 44 to 38Vi0under this vegetation is
responsible for the structural response. The functional response

indicates a large reduction in carbon density within the forests.
The reduction is caused by a combination of lower NPP due to
water stress and higher plant respiration and decomposition
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caused by elevated temperature, In BIOME-BGC the Q,O for the
decomposition relationship is 2.4 as compared to approximately
2.0 in CENTURY and TEM; the QIO’Sfor plant respiration are
similar among the three models (2.0).

The largest total carbon storage increase, 3’2~0, occurs when
TEM is run with the MAPSS vegetation for the OSU climate
(Table 10) and is caused by an expansion of forests from 44 to

ss~. of the continental United States and temperature-enhanced
nitrogen cycling. This forest expansion primarily replaces the

shrublands.

Implications

The response of ecosystems to changing climate is a central

scientific issue for ( 1) understanding past states of the Earth’s
land surface and carbon cycle, (2) explaining the current state of
ecosystems, and (3) predicting potential future responses to
environmental change. While the first two issues are
fundamental to ecological understanding and to establishing the
credibility of predictive models, the third one is important for
policy makers considering the needs for greenhouse gas emission
controls, and possible adaptation strategies. An objective of
VEMAP was to provide preliminary information concerning the

potential responses of terrestrial ecosystems to climate change.
The VEMAP exercise allowed us to identify common responses
of models and important differences. Where the models differ in
their predictions, they reveal areas where our lack of
understanding of certain fundamental ecological processes limits
our ability to narrow the range of predictions, and points to areas
of research that could reduce uncertainties. The highly structured
nature of the intercomparison allowed rigorous intercomparison

of results, but also constrained the range of questions explored.
With VEMAP as a basis for understanding. future studies can

explore a wider range of questions, and implement more realistic
conditions.

The VEMAP activity represents the state-of-the-art in terms of
capabilities to project possible ecological effects of climate
change and elevated atmospheric C02 levels, and the projections
can begin to provide policy makers with some sense of the
sensitivity of natural ecosystems in the United States to these
changes, The results clearly indicate that important properties of
ecosystems, including the actual distribution of major vegetation

types, and such critical functional responses as primary
productivity and carbon storage, could be highly sensitive to the
magnitude of climatic change that is predicted by some GCMS.
However, there is considerable variation among models in the
magnitude and even direction of change.

Perhaps the most important messages that should be taken
from the VEMAP exercise pertain to the identification of
priorities for future research. We have identified the following
four broad areas of research as ones deserving immediate
attention.

Modularization of Models

We think that converting all of the models to a modular

structure will facilitate model comparisons and pairings. For a
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given class of model (e.g., biogeochemistry model) a modular
structure would make it possible to exchange modules describing
key ecological processes such as photosynthesis among models.
By doing this we could pinpoint the conceptual differences

among models and we could explore the system-level
consequences of these differences. The modular approach would
also improve our ability to pair models from different classes. In
the present VEMAP activity, for example, the pairing of MAPSS
with TEM presents a conceptual problem. In response to climate

change the predicted vegetation distribution by MAPSS reflects a
high sensitivity to water stress, while the predicted

biogeochemistry by TEM reflects a low sensitivity to water
stress. Clearly, the ideal coupling of these models would involve
a common hydrologic module.

Reduction of Uncertainties Regarding Key Processes

The VEMAP study shows that while both classes of models
present rather consistent simulations of current conditions, their

predictions diverge substantially when climate and C02 are
altered. The differences in model predictions illustrate the

consequences of the conceptual and mathematical formulations
employed, and provide a quantitative view of the consequences
of the various assumptions employed. While all six models

employ formulations that have passed the scrutiny of publication,
and can reproduce aspects of the current state, they illustrate
clearly areas where the current state-of-the-science is inadequate.
Key areas of divergence between the models arise from the
formulation of the effects of CO* on water and nutrient use, on
allocation of NPP to different plant components (explicitly or
implicitly), and on long-term coupling of carbon and nitrogen

storage. The models also differ in the degree to which canopy
processes are coupled to the atmosphere and the feedbacks which
result from this coupling. It is crucial that modelers and

experimentalists communicate new results suggesting
mechanisms not included in extant models.

Validation of Models

One way to begin to narrow the range of possible responses
and to determine which models are most accurate is to collect
appropriate measurements from natural ecosystems that can
confirm or validate the projections of the models. Certain
measurements can and should be made in the near future. In
particular, these include flux measurements of carbon and water
exchange over large areas of major ecosystem types,

Measurements over the seasonal cycle and, periodically, over

several years to determine fluxes during years with different
temperatures and precipitation amounts are essential. These data
can be used to determine whether measured ET and net carbon
exchange are consistent with values predicted by particular
models, It is also important to recognize that the ability of a

model to simulate current ecological conditions does not validate
its ability to accurately simulate responses to future climate

change. Model sensitivity to different climates may be examined
by simulating ecological responses to Holocene climates or more
distant past warm periods for which paleoecological data exist.

Development of Models of Transient Ecological Responses

AS explained previously, an important limitation of the

VEMAP exercise is that the models only made projections about

steady state or equilibrium conditions. From both a scientific
and policy perspective it is critical that we develop models that

incorporate transient dynamics and make real time predictions
about the patterns of ecological change. This is not a trivial task,
in part because of the numerous aspects of ecological response
(e.g., vegetation dieback, migration. succession, soil

development) that must be incorporated and because the time
constants for different responses can vary widely. Several

modeling groups are working on transient models, and we simply
want to convey to others the critical importance of this work.

Simulations from GCMS indicate that substantial uncertainty
remains with respect to the magnitude of future global warming

and particularly regional climate changes. The VEMAP results
indicate that uncertainty also exists in our ability to simulate

ecological responses to elevated COZ and global warming.
Various combinations of vegetation redistribution and altered

biogeochemical cycles could produce scenarios ranging from
increases in forest area and carbon sequestration to losses of
forest area and losses of carbon stores, Likewise, the areas of

arid regions of the United States could remain similar to today, or
expand considerably. Between forest and arid regions lie

grasslands and shrub-steppe regions, which exhibit complex
responses. One thing seems certain from these analyses. Long-
term change in ecosystem structure and function is likely, at least
as likely as a continuing “status quo.’”
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