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Abstract

Sensors that can be used for the observation of ocean color in NASA’s Earth Observing Sys-

tem era — SeaWiFS, MODIS, and MISR — have been designed with two-four times the radio-

metric sensitivityy of the proof-of-concept ocean color instrument, CZCS. To realize an improve-

ment in the retrieval of biologically important ocean parameters, e.g., the concentration of the

photosynthetic pigment chlorophyll a, from this increased sensitivityy, significantly better atmo-

spheric correction than was applied to CZCS is required. Atmospheric correction improvement

necessitates the inclusion of the effects of mult iple scattering, which are strongly dependent on

the aerosol size distribution, concentration, and absorption properties. We review the basic con-

cepts of atmospheric correction over the oceans and provide the details of the algorithms cur-

rently being developed for SeaWiFS, MODIS, and MISR. An altemat e correction algorithm that

could be of significant value in the coastal zone, is described for MISR. Related issues such as

the influence of aerosol vertical structure in the troposphere, polarization of the light field, sea

surface roughness, and oceanic whitecaps on the sea surface are evaluated and plans for their in-

clusion in the algorithm are described. Unresolved issues, such as the presence of stratospheric

aerosol, the appropriateness of the aerosol models used in the assessment of multiple scattering,

and the identification of, and dil%culties associated with the correction for, the presence of ab-

sorbing aerosols, e.g., urban pollution or mineral dust, are identified and suggestions zue provided

for their resolution.



1. Introduction

Following the work of Clarke, Ewing, and Lorenzen [Clarke, Ewing and Lorenzen, 1970] show-

ing that the chlorophyll concentration in the surface waters of the ocean could be deduced from

aircraft measurements of the spectrum of upwelling light from the sea — the “ocean color” —

NASA launched the Coastal Zone Color Scrm.ner(CZCS) on Nimbus-7 in late 1978 [Gordon et

al., 1980; Hovis et aZ., 1980]. The CZCS was a proof-of-concept mission with the goal of measur-

ing ocean color from space. It was a scanning radiometer that had four bands in the visible at

443, 520, 550, and 670 nrn with bandwidths of 20 nm, one band in the near infrared (NIR) at 750

nm with a bandwidth of 100 nm, and a thermal infrared band (10.5 to 12.5 pm) to measure sea

surface temperature. The four visible bands possessed high radiometric sensitivityy (well over an

order of magnitude higher than other visible sensors designed for earth resources at that time,

e.g., the MSS sensor on the Landsat series) and were specifically designed for ocezm color. The

CZCS experience demonstrated the feasibilityy of the measurement of phytoplankton pigments,

and possibly even productivityy [Morel and AndrE, 1991; Platt and Sathyendmnath, 1988], on a

globaZ scale. This feasibilityy rests squarely on two observations: (1) there exists a more or less

universal relationship between the color of the ocean and the phytoplankton pigment concentra-

tion for most open ocem waters; and (2) it is possible to develop algorithms to remove the in-

terfering effects of the atmosphere and the sea surface from the imagery. In this paper we will

describe the basis of the algorithm for removing the atmospheric and sea surface effects from

ocean color sensors to be operating in the Earth Observing System (EOS) [Asrar and Dozier,

1994] era to derive the normalized water-leaving radiance in the visible. The process of deriving

the normalized water-leaving radiance horn imagery of the oceans is usually termed atmosphem”c

correction. Three specific sensors will be considered: the sea-viewing wide-field-of-view sensor

(SeaWiFS) [Hooker et cd., 1992]; the moderate resolution imaging spectroradiometer (MODIS)

[Salomonson et al., 1989]; and the multiangle imaging spectroradiometer (MISR) [Diner et al.,

1991].

The normalized water-leaving radiance, [LW]N, was defined by Gonion and CZark [1981] through

[(LW(A) = [LW(A)]NCOSOOexp –
*“”Z(A)) (=%3)1, (1)
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where LW(A) is the radiance backscattered out of the water toward the zenith at a wavelength A,

r,(~) and roz (A) are the optical thicknesses of the atmosphere associated with molecular (Rayleigh)

scattering and Ozone absorption, respectively. 60 is the solar zenith angle. The normalized water-

leaving radiamce is approximately the rachnce that would exit the ocean in the absence of the

atmosphere with the sun at the zenith. (This definition was motivated by the desire to remove,

as much as possible, the effects of the atmosphere and the solar zenith angle from LW( A); how-

ever, Morel and Gentdi [1993] have shown that a residual dependence on 00 remains in [L(A)] N.)

This quantity is used in other algorithms to derive nearly all of the SeaWiFS, MODIS, and MISR

ocean products, e.g, the chlorophyll concentration. In what follows, we will abandon the use of

radiance in the description of the algorithm in favor of reflectace. The reflectante p associated

with a radiance L is defied to be TL/Fo cos L90,where F. is the extraterrestrial solar irradiance,

and 00 is the solar zenith angle, i.e., the angle between the line from the point on the sea sur-

face under examination to the sun and the local vertical. Reflectance is favored because it may

be possible to more accurately calibrate future sensors in reflectance rather than radiance. The

desired normalized water-leaving radiance cam easily be converted to normalized water-leaving

reflect ante [pW]N through

[AJv = ;[W,

and Eq. (1) becomes

[(Pw(~) =[Pw(~)lzv ew – T+ToZ(’))(a)] ‘[’w(’)]N’(eO)A)
T,(A)

(2)

(3)

where t(Oo, A) is an approximation to the diffuse transmittmce of the atmosphere (See Subsec-

tion 4.6). Thus, retrieving [pw]N is equivalent to retrieving [LW]N. The factor ~/F’. in Eq. (2) is

x 0.017 at 443 and 550 nm.

Figures la and lb provide [pw(A)]N at A = 443 and 550 nm as a function of the pigment

concentration (C, the sum of the concentrations of chlorophyll a and its degradation product

phaeophytin a) for Case 1 waters, i.e., waters for which the optical properties are determined

by the water itself along with the phytoplankton and their immediate detrital material. Figure

2 gives the algorithm used to estimate the pigment concentration from [pw(443)]N/ [PW(550)]N. It

can be well represented by

loglo 3.33C = –1.2 loglo R + 0.5(log10 R)2 – 2.8(log10 R)3, (4)
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with R = O.5[pW(443)]N/ [PW(550)]N. Thus, the pigment concentration C is directly related to the

radiance ratios. Analysis [Gordon, 1990] suggests that the pigment concentration can be derived

from the radiance ratio with an error of N +20%. Because of relationships such a these that re-

late bio-optical parameters to [PW(A)]N, the normalized water-leavbg reflectance plays a central
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role in the application of ocean color imagery to the oceans, and atmospheric correction becomes

a critical factor in determining the fidelity with which bio-optical parameters can be retrieved.
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We will begin the discussion with a basic overview of atmospheric correction, including the

original CZCS algorithm and the advanced algorithm proposed for SeaWiFS (and the prototype

for MODIS and MISR). Next we assess the magnitude of errors induced by the simplifying as-

sumptions used to make the SeaWiFS algorithm tractable, and discuss several unresolved issues.

Finally, we examine an alternate approach that could be employed with MISR.

Before beginning, however, a few preliminaries are useful. Table 1 provides the radiometric

specification for the “ocean” bands on MODIS in terms of reflectance for a solar zenith zmgle of

60°. In the table, A is the nominal band center and p~== is the radiance at which the sensor sat-

urat es. For convenience we also provide the “noise equivalent reflectante” (NEAp) for the Sea-

Table 1: Radiometric performance of MODIS compared

with SeaWiFS, MISR, and CZCS for (?O= 60°.

Band A Pma2 Pt [Pwliv NEAp

(rim) (Sr-l) (Sr-’) (Sr-l) (Sr-l)

MODIS SeaWiFS MISR CZCS

8 412 0.50

9 443 0.46

10 490 0.36

11 530 0.30

12 550 0.25

13 670 0.17

14 681 0.17

15 750 0.15

0.34

0.29

0.23

0.19

0.154

0.105

0.105

0.081

0.040

0.038

0.024

0.0090

0.0050

0.0004

0.0003

0.00018

0.00016

0.00014

0.00013

0.00010

0.00004

0.00004

0.000085

0.00068

0.00043

0.00034

0.00031

0.00027

0.00023

0.00018

0.00024

0.00020

0.00017

—

0.0011

0.00058

0.00064

0.00051

16 865 0.13 0.069 - 0.000076 0.00015 0.00013 -

WiFS, MISR, and CZCS bands closest to the given MODIS band. With the exception of CZCS,

the NEAp values provided cwebased on the individual instrument specifications, and may be sig-

nificantly lower in the completed instruments. The MISR NEAP values are for a 1 km x 1 b

pixel size, i.e., approximately the same size as the other sensors. Note that MODIS is typically 2-

3 times more sensitive than SeaWiFS, which in turn is approximately twice as sensitive as CZCS.

Exceptions are the MODIS bands 13 and 14 which are to be used to measure the chlorophyll a

fluorescence near 683 nm [Nevdle and Gower, 1977]. These bands are N 6 times more sensitive

than SeaWiFS and * 12 times more sensitive than CZCS. MISR is a little more sensitive than
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SeaWiFS. The table also provides the typical top-of-the-atmosphere reflectance pt and the nor-

malized water-leaving reflectante [pW]~ for a very low pigment concentration (Sargasso Sea in

summer) [Gordon and Clark, 1981]. Note that [pW]Nis only a small fraction of pt. To recover

[pW]N in the blue (443 nrn) for these waters with an error < 5% requires an atmospheric correc-

tion of N +0.001 to +0.002 in reflectance, i.e., about five to ten times the NEAp. This is our

goal for MODIS band 9. It is shown later that when this goal is met, the error in [pW]Nat 550

nm will be N 3-4 times smaller than that at 443 nm. In this case, Figure 1 shows that the error

in the ratio R in Eq. (4) usually will be dominated by error in [PW]Nat 443 nm, the exception

being very low values of C.

The critical bands for atmospheric correction are those with nominal bmd centers A > 700

nm, i.e., bands in the near infrared (NIR). Because of the strong absorption by liquid water, vir-

tually no light will exit the ocean in these bands, except in the most turbid coastal waters, so the

measured radiance originates from the scattering of solar irradiance by the atmosphere and by

the sea surface. These bands can then be used to estimate the atmospheric effects by first assess-

ing the contribution of the atmosphere in the NIR, and then extrapolating it into the visible.

2. Atmospheric Correction

The radiance received by a sensor at the top of the atmosphere (TOA) in a spectral band

centered at a wavelength Ai, Lf (Ai ), can be divided into the following components: Lp.tk(Aa) the

radiance generated along the optical path by scattering in the atmosphere and by specular re-

flection of atmospherically scattered light (skylight) from the sea surface; L~(Ai) the contribution

arising fkom specular reflection of direct sunlight from the sea surface (sun glitter); LWC(&) the

contribution arising from sunlight and skylight reflecting born individual whitecaps on the sea

surface; and, LW(Ai) the desired water-leaving radiance; i.e.,

Lt(.Ai)= LPath(Ai) + T(Ai)L~(Ai) + t(Ai)LW=(.Ai) + t(Ai)LW(.Ai). (5)

LWC and LW are area-weighted averages of the radiance leaving whitecap-covered and whitecap-

fiee areas of the surface, respectively. In this equation, T and t are the direct and diffuse, trans-

mittance of the atmosphere, respectively. The d.iflusetransmittance is appropriate for the water-

leaving radiance and the whitecap radiance as they have near-uniform angular distribution. It is
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discussed in detail in Subsection 4.6. In contrast, to the d.ifTusetransmittance, the direct trans-

mit tante is appropriatee when the angular distribution of the radiance is approximateely a Dirac

delta function. As the sun glitter is highly directional (except at high wind speeds), its transmit-

tance is approximated by the direct transmittance. The direct transmittzmce is given by

where pv = cos 0., @Vis the angle the exiting radiance makes with the upward normal at the

TOA, and ~,, 7., and roz are, respectively, the Rayleigh, aerosol, and Ozone optical thicknesses.

In this equation, we have ignored the possibility of weak continuum (in the atmospheric win-

dows) absorption by water vapor [Ehitidge, 1967; Tomasi, 1979a; Tomasz, 1979b] due to the ex-

treme d.ii%culty in separating the direct effect of water vapor absorption from the indirect effect

that water vapor will have on the extinction of hydroscopic aerosols [F’nzser, 1975]. Converting to

reflectance Eq. (5) becomes

Thus, horn the measured ~~(~i) we require an algoritlun that provides accurate estimatesof PPctd~i),

T(Ai)~Q(Ai), t(Ai)~wc(Ai), =d t(Ai). Nem the SU’S glitter pattern T’(Ai)~~(Ai) is so large that

the imagery is virtually useless and must be discarded. A sun glitter mask to remove seriously

cent aminated pixels is described in Appendix A. Away from the glitter pattern, i.e., where values

of Z’(.Ai)P~(Ai ) become negligibly small, the largest of the remaining terms, and most diflicult to

estimate, is PPat~(.Ai). This difEculty is principally due to the aerosol by virtue of its highly vari-

able concentrateion and optical properties. Thus, we concentratee on this term first, then consider

t(Ai)~Wc(.Ai) and the ancillary data required to operate the algorithm.

In general, pP~t~can be decomposed into several components:

Ppdh = %(~)+ l%(~)+ l%a(~) (7)

where pr is the reflect ante resulting from multiple scattering by air molecules (Rayleigh scatter-

ing) in the absence of aerosols, p. is the reflect ante resulting from multiple scattering by aerosols

in the absence of the air, and pr@ is the interaction term between molecular and aerosol scatter-

ing [Deschamps, Herman and Tanre, 1983]. The term pra accounts for the interaction between

Rayleigh and aerosol scattering, e.g., photons first scattered by the air then scattered by aerosols,
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photons first scattered by aerosols then air, etc. This term is zero in the single scattering case,

which photons are only scattered once, and it can be ignored as long as the amount of multi-

ple scattering is small, i.e., at small Rayleigh and aerosol optical thicknesses. We note that given

the surface atmospheric pressure (to determine the value of T,) and the surface wind speed (to

define the roughness of the sea surface), p, can be computed accurately, even accounting for po-

larization effects [Gordon, Brown and Evans, 1988; Gonfon and Wang, 1992b].

In modeling the propagation of radiance in the ocean-atmosphere system, we assume that

the atmosphere can be considered to be a vertically stratified, plane parallel medium. The medium

is described by providing the extinction coefficient, C(h), as a function of altitude h, the scatter-

ing phase function for scattering of radiance horn direction ~’ to direction ~, P(h; ~’ ~ ~), and

the single scattering albedo W.(h). Replacing h by the optical depth ~ defined as

/

w
r(h) = c(h) dh,

h

the propagation of radiance in such a medium in the scalar approximation (the polarization state

of the radiance and the change in polarization induced by the scattering process is ignored) is

governed by the radiative trausfer equation (RTE):

where dfl(~’ ) is the differential of solid angle around

. F’(T; /’ -+ $L(7, /’) m(p),
t’

the direction ~, and ii is a unit vector in the

nadir direction (normal to the sea surface pointed down). Analytical solutions to the RTE are

possible only in the simplest case, e.g., U. = O, so normally one must be satisfied with numerical

solutions.

In principal this equation must be solved for the coupled ocean-atmosphere system; however,

because of the very low albedo of the ocean (Table 1) it is not necessary to consider the coupling

[Gordon, 1976], i.e., we can ignore processes such as photons being backscattered out of the water

and then scattered back into the water and backscattered out again, etc. The water-leaving radi-

ance simply propagates to the sensor (~path is independent of p~ in Eq. (6)) and the ocean and

atmosphere decouple, hence, we need only understand the solution of the atmospheric part of the

problem, i.e., an atmosphere bounded by a Fresnel-reflecting ocean surface.

As the goal of atmospheric correction is to retrieve pW(443) with an uncertainty less than

+0.002, i.e., * +0.6% of p~(443) (Table 1), for the development and testing of the algorithm we
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require solutions of the RTE that yield pt with an uncertainty << 0.670. For the bulk of the work

described here, pt was generated using the successive-order-of-scattering method [van de HuM,

1980]. To understand the accuracy of this code, a second code was developed employing Monte

Carlo methods. Typically, the values of pt produced by the two codes differ by less than 0.05%.

Thus, either code could meet the accuracy required for this work,

We will assume, as justified edier, that pW = O in the NIR. The problem we are required

to solve can then be stated in a simple manner: given the satellite measurement of the radicmce

(reflectance) of the ocean-atmosphere system in the NIR, predict the radiance (reflectance) that

would be observed in the visible. The difference between the predicted and the measured ra-

diance (reflectance) of the ocean-atmosphere system is the water-leaving radiance (reflectance)

transmitted to the top of the atmosphere.

2.1 Single scattering

It is useful to consider pP.t~(Ai) in the the limit that the optical thickness of the atmosphere

is << 1. We refer to this as the single-scattering limit. Formulas for the reflect aces in this limit

zue referred to as the single-scattering approximation. The CZC S algorithm was based on the

single-scat tering approximateion. In this approximation the path reflect ante reduces to

Ppath(x)= P,(k) + /h(A), (8)

with the aerosol contribution pa, provided by

pa(%,~v;80,40; ~) = ~a(e-,~) + (T(%)+r(eO))~a(e+, ~),

Cose+ = + Cos l%Cosev – Sin(?o Sinev Cos(dv – $?4)),

where ~. (a, A) is the aerosol scattering phase function for a scattering angle a, w= is the aerosol

single scat tering albedo, and r(a) is the Fresnel reflect ante of the interface for an incident an-

gle a. The angles 60 and do me, respectively, the zenith and azimuth mgles of a vector from the

point on the sea surface under examination (pixel) to the sun, and likewise, 6V and @o are the

zenith and azimuth angles of a vector from the pixel to the sensor. These are measured with re-

spect to the upward normal so (?Vand 00 are both less than 90° in these equations. In what fol-

lows usually we take +0 = O.
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We assume we are given the the path reflectance at two bands in the NIR at A, and Al,

where the subscript “s” stands for short and “Z” for long, e.g., for MODIS A, = 750 nm and Al =

865 nm, for SeaWiFS & = 765 and Al = 865, for MISR & = 670 nm and Al = 865 nm, while

for CZCS there were no NIR bands. This would be accomplished in the following manner. We

ignore sun glitter, i.e., assume 8. is outside the glitter pattern, and assume that t(Ai)pWC(Ai) has

been provided, then, since we can take pW = O at both & and Al, pP.t~ can be estimated from

the measured pt at both & and Al. As p,(~) can be computed accurately, P.,(A,) and pa.(~i)

are determined from the associated values of flpathat & and AJ. This allows estimation of the

parameter 6( A., Al):

(lo)

If we can compute the value of &(Ai,Al) for the band at Ai from the value of &(A,, Al), this will

yield ~a,(~i), which, when combined with ~~(~i), provides the desired ~p~t~(~i):

(11)

Cledy, the key to utilizing this procedure is the estimation of &(Ai,Al) from g(~., Al).

2.1.1 The CZCS algorithm

The atmospheric correction algorithm for CZCS was described in detail in Evans and Gor-

don [1994]. Briefly, the basic CZCS algorithm [Gonion, 1978; Gonion and Clark, 1980] was based

on single scattering; however, pr (Ai) was computed accurately, including the effects of multi-

ple scat tering and polarization [Gordon, Brown and Evans, 1988]. As there were no NIR bands,

the algorithm could not be operated as described in Section 2.1. However, Table 1 shows that

PJ670) can gener~y be taken to be zero (at least if the pigment concentration is low enough).

Thus, the single scattering algorithm was typically operated with Al = 670 nm and pW(~l) = ().

Unfortunately, there was no shorter wavelength (A.) for which pw = O, so in the processing of the

CZCS global data set [Feldman et al., 1989] E(~i, A.) was set equal to unity. This is characteristic

of a maritime aerosol at high relative humidity (Subsection 2.1,2),

For sufficiently low C values, Figure lb suggests that [J5W(550)]N, and hence [pW(550)]N is

approximateely constant. This fact can be used to estimate &(550, 670) for such “clem water” re-

gions [Gordon and CZark, 1981] in a scene, allowing a basis for extrapolation to 520 and 443 nm.
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and C can be effected for the image. This is the procedure
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entire image, retrieval of [pw(~~)]~

used by Gordon et al. [1983] in the

Middle Atlantic Bight. Unfortunately, there are serious difficulties applying this procedure rou-

tinely. For example, the image of interest may cent ain no “clem water,” the g’s may vary over

the image because of variations in aerosol type [Andr& and Morel, 1991; Bricaud and Morel, 1987],

and the pigment concentration may not be small enough to take pw = O at 670 nm. Morel and

his co- workers have developed a promising approach for dealing these problems in Case 1 waters

[Andrtf and Mod, 1991; Bricaud and Morel, 1987] based on the ideas of Smith and Wilson [1981].

This involves utilizing a modeled relationship between C and [pW(Aj)]ZV. Fortunately, for the sen-

sors of concern in this paper (SeaWiFS, MODIS, and MISR), these problems are circumvented

by virtue of the additional spectral band(s) with A >700 nm.

2.1.2 Application to EOS era sensors

As the key extrapolation to &(-li, Al) from E(AS,Al) for application of the single scattering

algorithm to the EOS era sensors involves more than a factor of two in wavelength, it is impor-

tant to try to gain some insight into the possible spectral behavior of &(Ji, At). This has been at-

tempted by Gonfon and Wang [1994a] by computing .E(Ai,Al) for several aerosol models. Briefly,

they used aerosol models that were developed by Shettle and Fenn [1979] for LOWTRAN-6 [Kenizys

et al., 1983]. These models consist of particles distributed in size according to combinations of

log-normal distributions. The size frequency distribution n(D) is given by

2

n(D) = ~ nJD),

i= 1

with
dNi(D) =

7Zi(D) = dD ‘i e+_;(wo:/w)2],
loge(lO)@~iD

where, dNi(D ) is the number of particles per unit volume between D and D + dll, Di and ui

are the median dkneter and the standard deviation, respectively, nd Ni is the total number

density of the ith component. Since hydroscopic particles swell with increasing relative humid-

ity (RH), Di and ~i are fimctions of RH. The smaller size fraction is a mixture of 70% water

soluble and 3070 dust -like particles called the Tropospheric aerosol. It has been used to repre-

sent the aerosols within the free troposphere above the boundary-layer [Shettle and Fenn, 1979].

The refractive index m for this component at 550 nm ranges from 1.53 – 0.0066i at RH = O, to
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1.369 – 0.0012i at RH = 98%. Thus as the particles absorb more water, the real part of their re-

fractive index approaches that of water and the imaginary part (proportional to the absorption

coefficient ) decreases. Because of the moderate imaginary part of the refractive index, these par-

ticles have weak absorption and w. ranges from 0.959 to 0.989 for O s RH s 98%. The modal

diameter of this component is always < 0.1 pm. The larger fraction is a sea salt-based compo-

nent, the “Oceanic” aerosol. Its modal dhuneter varies from about 0.3 to 1.2 pm as RH varies

from O to 98%. Its index of refraction is essentially real (imaginary part ~ 10-8), so w= = 1. Like

the tropospheric aerosol its real part ranges from 1.5 at RH = O to 1.35 at RH = 98%.

From these components, three basic models were constructed: the Tropospheric model with

no Oceanic contribution; the Maritime model for which 99% of the particles have the Tropo-

spheric characteristics and 1Yothe Oceanic; and the Coastal model for which 99.5% of the par-

ticles have the Tropospheric characteristics and 0.5% the Oceanic. Gordon and Wang [1994a]

VuwuI~acema Vmwng at center

L“’r TIITI’r’’’’ I’’rr’’’’’II” I ‘l’’ rlr’’’’r’”d P.'r''r ''rl''` ''r'' 'l''' ''''r 'l'r''' '''`l '''''''''4

‘00E%ii2ir
). (rim)

Figure 3a. e(A, 865) for nadir viewing with
00 = 60° for the Maritime, Coastal, and Tro-
pospheric aerosol models. For each model, the
RH values are 50, 80, and 98% from the upper
to the lower curves.

introduced the Coastal aerosol model to represent the

A (oIn)

Figure 3b. e(A, 865) for nadir viewing with
@o = 60° for the Haze C models. Note that
the open symbols are for models with little or
no absorption, while the filled symbols are for
absorbing models.

aerosol over the oceans nearer the coast

(less Oceanic contribution). The properties of all three aerosol models depend on the wavelength

and relative humidity. With the values of Di, ai, and rrzi(~) taken from Shettle and Fenn [1979],

Mie theory was used to calculate the optical properties for all three models for the SeaWiFS–

MODIS–MISR spectral bands at diferent relative humidities.
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Sample results for &(A~,Al), where Al is taken to be 865 nm (SeaWiFS), are presented in

Figure 3a. These computations suggest that there should be a strong variation of& with aerosol

model and RH. The increase in particle size (due to swelling) with increasing RH clearly reduces

the spectral variation of&. The spectral variation of E is due in large part to the spectral varia-

tion of the aerosol optical thickness, ~.; however, additional variation is produced by the aerosol

phase function. Note that Figure 3a is plotted in a format that would yield a straight line un-

der the hypothesis that &(Ai,Al) = exp [C(A1– Ai)], where c is a constant. This shows that over

the range 412–865 mn &(Ai,At) can be considered to be an exponential function of Al – Ai, for

the ShettZe and Fenn [1979] models. Wang and Gonion [1994b] have used this fact to extend the

CZCS algorithm for use with SeaWiFS and MODIS.

We now examine the accuracy of this CZCS-type single-scattering algorithm based on an

assumed exponential spectral variation of e(~i, Al). For this purpose, we simulated atmospheres

using an array of aerosol models. First, the aerosol optical properties were taken from the Tro-

pospheric, Coast al, and Maritime models at RH = 80%, denoted, respectively, as T80, C80, and

M80. Then, we simulated the aerosol using the Shettle and Fenn [1979] Urban model at RH =

80% (U80). This model shows strong absorption. In addition to the water soluble and dust-like

particles of the ‘Jlopospheric model, the Urban model contains soot-like particles (combustion

products). Also, the Urban model has a second, linger particle, mode in addition to that of the

Tropospheric model. At 865 nm the Mie theory computations yielded, w. = 0.9934, 0.9884, and

0.9528, respectively, for the Maritime, Coastal, and Tropospheric models (RH = 80%), while

in contrast, Ud = 0.7481 for the Urban model. Here, the Urban model is intended to represent

aerosols that might be present over the oceans near areas with considerable urban pollution, e.g.,

the Middle Atlantic Bight off the U.S. East Coast in summer. Finally, we examined aerosols with

a different analytical form for the size distribution [Junge, 1958]:

diV(D) = ~
?Z(D) = ~~ ‘ DO< D<D1,

D1 .+1

()=K=, D1 <D < D2,
—

= o, D>D2,

with Do = 0.06 pm, D1 = 0.20 pm, and D2 = 20 pm. Following Deirmendjian [1969] we call

these Haze C models. Twelve sepmate models were considered: v = 2, 3, and 4, with the refrac-

tive index of the particles taken to be that of liquid water (from Hale and Query [1973]), close

to that of the dust component in the Tropospheric model (1.53 – 0.0082), nonabsorbing tryst als
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(1.50 – Oi), and absorbing minerals that might be expected from desert aerosols transported over

the oceans [d ‘Almeida, Koepke and Sheitle, 1991]. The spectral behavior of E(A, 865) for these

models is presented in Figure 3b. We see that the absorption-free (open symbols) Haze C mod-

els display a behavior similar to the Shettle and Fenn models; however, for models with strong

absorption (solid symbols) departures are seen, especially for the mineral models for which the

imaginary part of the refractive index increases with decreasing X

Using these aerosol models we generated hypothetical atmospheres with a two-layer struc-

ture: the aerosols occupying the lower layer, and all molecular scattering confined to the upper

layer. This distribution of aerosols is similar to that typically found over the oceans when the

aerosol is locally generated, i.e., most of the aerosol is confined to the marine boundary layer

[Sasano and Browell, 1989]. The atmosphere was bounded by a flat (smooth) Fresnel-reflecting

sea surface, and all photons that penetrate the interface are assumed to be absorbed in the ocezm.

The RTE in the scalar approximation was solved for this hypothetical atmosphere using the successive-

-n I,!, !,rlr, ,r’, ,,r, ,,, l“’’’’’’’ 1’’’’’’’”.
o Mm-iti
0 CMSW
+ Trc+m@aic

3 - ● urbm

,~
Xx3 7C0

A (m)

Figure 4a. Spectral variation of T. for the Mar-
itime, Coastal, and Tropospheric aerosol mod-
els. For each model, the RH valuesare 50, 80,
and 98~0from the upperto the lowercurves.

,,, !,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

1 ❑ mv. H20, @l. SO,min. acdv =2.0
AA<< H20, dw1.30, mhmdv =3.0
bbOOHzO, dwL1.!O. min. dV =4.0 1

A (Ion)

Figure 4b. Spectral variation of r. for the Haze
C models. Note that the open symbols are for
models with little or no absorption, while the
filled symbols are for absorbing models.

order-of-scattering method [van de HuM, 1980] to provide pseudo TOA reflectance (pt) data. All

significant orders of multiple scattering were included. As the surface was assumed to be smooth

(no wind), the sun glitter and whitecap terms in Eq. (6) are absent. The simulations of pt were

carried out for the following geometries: 00 = 20°, 40°, and 60°, with OVx 1° and & – do = 90°,

i.e., viewing near the MODIS scan center: and 190= 0°, 20°, 40°, and 60°, with L9Vx 45° and
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A – do = 90°, W viewing ne~ the scu edge. ~ this m-er a widerange of sun-viewing ge-

ometries were included. Four wavelengths were considered: Ai = 443, 555, 765, and 865 nm. The

values used for the aerosol optical thickness at 865 nm, ~.(865), were 0.1, 0.2, 0.3, and 0.4. The

values of rc (~i) at the other wavelengths were determined horn the spectral variation of the ex-

tinction coefficient for each particular model, These are provided in Figure 4. The Haze C mod-

els clearly show that the spectral variation of ra is principally determined by the size distribu-

tion, with the index of refraction playing only a minor role. Equation (10) suggests that there

should be a relationship between ~c(A)/~a(865) and E(A, 865). Figure 5 provides an example of

this for 60 = 60° and nadir viewing, i.e., the same geometry as in Figure 3, with &(765, 865) used

rather than s(443, 865). Thus, for a given ~a(865), ra(443) will generally increase with increasing

E(765, 865). This will be useful in interpreting the results described below.

As the true pW(Ji) is taken to be zero in the pseudo data (all photons entering the water

are absorbed), the error in atmospheric correction, i.e., the error in the retrieved water-leaving

80= 60°, Center
~llr, l,, t,, ,,, ,,r, ,,j

1
OM OC +T ● (J (RH=50,80,98%)
❑ ■ v v H20,dust, 1.50, min. and v = 2.0 D

A A 4 q H20,dusL 1.50, min. srld V = 3.0
3

● 0 ●

b ● O ● H20,dust. 1.50, min. and v = 4.0

4

+*

o~
1.0 1.1 1,2

E(765,865)

Figure 5. Relationship between e(765, 865) and
T~(443)/Ta (665) for the various aerosol models with
@o = 60° and nadir viewing.

reflect ante, A(tpW ), is just the error in the predicted path radiance. This is

(12)
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where ~tel(Ai, Al) is the estimated value of c(~i, A ) ass~g an exponential v~iation with ~i:

~r(~i) was computed using the same radiative transfer code, i.e., it includes all effects of multiple

scattering, but not polarization. In an actual application, ~.(~i) would be computed using a code

that included polarization as well [Gordon, Brown and Evans, 1988]. Figure 6 provides the error

in the retrieved normalized water-leaving reflect ante, A [PW(443)]N, for the seven sun-viewing ge-

ometries and for ~~(865) = 0.1 and 0.2. To derive A[pw]N horn A@W, the approximation for t in

Eq. (3) was utilized (see Subsection 4.6). The z-axis in Figure 6, 6(’)(765, 865), is the estimated

value for the indicated model and geometry.

In the absence of aerosol absorption (open symbols), the performzmce of this simple algo-

rithm is truly remdcable, as Figures 4b and 5 show that for v = 4, Ta(443) x 0.35 and 0.70 for

Figures 6a and 6b, respectively. The large negative errors for v = 4 occur at the scan edge with

(?O= 60°, i.e., the geometry with the most multiple scattering. For v = 3 (7.(443) N 0.2 and

0.4 (Figures 4b and 5 for Figures 6a and 6b, respectively), the retrieved value of [~w(443)]N is

usually within the acceptable limits.

In the case of absorbing aerosols, the errors are seen to be mostly negative, and to grow

rapidly with ~a(443). Negative errors are particularly troublesome as they can lead to negative

SingleScaneringAlgorithmT,(865).0.1
lrr,,,r,,,[r,O,r,i,,l,_,[rrll, r,l,

0.025 oMSOOW3+TEOOU80
❑mVVH20, &ML1.50, mimrird v=2.O

0.020 AA .14 H20,.2UL l.50, mmmd V=3.0
t-boo kl*o, dwl.50, mhmdv.4.o

0,015

0.010I
0.005

O,Coo

-.C05

-.010

‘i!~
0.9 1.0 1.1 1,2

c(e)(765,865)

Figure 6a. A[PW(443)]Jv as a function of
~(. )(765, t365) for Ta(865) = 0.1 and ~ ‘f ‘he

aerosol models and viewing geometries exam-
ined in the study.
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Figure 6b. A[PW(443)]N as a function of
C(CJ(765,865) for Ta(865) = 0.2 and all of the
aerosol models and viewing geometries exam-
ined in the study.
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Figure 6d. A[PW(550)]N as a function of
A[pw (443)]N for the results in Figure 6b.

values in the retrieved [pW(443)]N when the pigment concentration > 0.5 — 1.0 mg/m3. The

source of the error for absorbing aerosols is twofold. For the Haze C aerosol, it can be seen from

Figure 3b that, in contrast to the nonabsorbing aerosols, an exponential extrapolation of &(765, 865)

to &(443, 865) would lead to an erroneous overestimation of E(443, 865), the single exception being

the mineral aerosol with v = 2. This will cause an overestimation of the aerosol contribution at

443 nm, which in turn will result in a negative error in [pW(443)]N. In contrast, the extrapolation

does work well for T80 (Figure 3a) and, as we shall see later, in this case the error is principally

due to multiple scattering, which is strongly influenced by even weak absorption.

The error in [pW(550)]N as related to the associated error in [pW(443)]N is provided in Fig-

ures 6C and 6d. The observed improvement in atmospheric correction at 550 compared to 443 nm

can be traced to the facts that (1) the E determination requires a smaller extrapolation at 550

nm, and (2) there is less multiple scattering at 550 nm as both ~= (Figure 4) and ~r are smaller.

Notably, the error at 550 nm is usually much less than that at 443 nm, there being a tendency

for A[pW(550)]N w (1/4) A[pW(443)]N, although occasionally \A[pW(550)]N] ~ lA[pW(443)]N1.

Thus, in a pigment ratio algorithm such as Eq. (4), the error at 443 nm will usually be the more

significant error in R.

It is useful at this point to review the sparse direct observations of the aerosol optical thick-

ness over the oceans. In the open ocean, far from sources of pollution and/or sources of desert

aerosols, the atmosphere is very clear. In the Pacific r. (550) is found in the range 0.04 to 0.24
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with a mean of 0.13 and Angstrom exponent of 0.56 [VzUevahfe et al., 1994], suggesting a mean

7a(865) of w 0.1 and a maximum of N 0.19. Similar results are obtained for the North Atlantic

[Korotaev et al., 1993; Reddy et al., 1990]. In such a region, Lechner et al. [1989] found that there

were low concentrations of aerosol in the free troposphere possessing a Haze C-like distribution

with an average v of - 3.5, while in the marine boundary layer the concentration was much

higher (an highly variable) with an average v of w 1.8, and sometimes even a bimodal size dis-

tribution (the large mode presumably resulting from local generation of aerosols by breaking

waves). In contrast, in the region of the Atlantic off West Mica subject to Saharan dust, Reddy

et al. [1990] found a mean ~a(550) of 0.4 with ~=(865) % 0.3, in agreement with the observa-

tions of Komtaev et aJ. [1993], T.(550) w 0.3 to 0.5. In areas subject to urban pollution, even

higher optical thicknesses are observed, e.g., Reddy et al. [1990] found a meu 7a(550) % 0.5 and

7.(865) % 0.3 in the Western North Atlantic in summer when trajectory analysis suggested the

origin of the air mass was the North Americ= continent.

Thus, direct observation suggests that over the open ocean most of the aerosol is in the ma-

rine boundary layer and, for mean conditions ~a(865) x O.1. Furthermore, the size distribution

is either similar to Haze C with v N 2.5 or bimodal like M80 or C80. Such aerosols would have

6(765, 865) < 1.1 (Figure 5). Figure 6a (open symbols) with e(765, 865) < 1.1 is appropriate to

these me= conditions and shows that the single scattering CZCS-type algorithm should be capa-

ble of retrieving [pW(443)]N with the desired accuracy. For the maximum ~.(865) (W 0.19), Fig-

ure 6b is appropriate and under the same conditions for maximum end of the observed 7.(865)

range, and for most of the geometries good retrievals are obtained, although in some cases, the

error is outside the acceptable range.

For situations with a strong continental influence, e.g., Saharan dust or urban pollution car-

ried over the oceans by the wind, the aerosol is likely to be at least moderately absorbing. Also,

7*( A) will be su.fliciently large that aerosol single scattering will no longer be an adequate approx-

imation. Thus, we are forced to consider a full multiple scattering approach.

2.2 Multiple scattering

Multiple scattering effects have already been shown [Deschamps, Herman and Tanre, 1983;

Gordon, Brown and Evans, 1988; Gonion and Castatio, 1987] to be significant at the level of ac-
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cumcy required for SeaWiFS and MODIS, i.e., A[pW(443)]N s 0.001 – 0.002. Although the single

scattering approach is seen to work well only for su.fiiciently small optical depth (Figure 6) and

nonabsorbing aerosols, typically the case over the open ocean, we desire an algorithm that can

cope with even extreme situations. To begin the study of the effects of multiple scattering, we

examine the properties of the solutions to the RTE used in providing the pseudo data for Figure

6. Since we are ignoring sun glitter and whitecaps for the moment, we can assess the multiple

scattering effects by noting that

Single~ttering
Pt–p. –q w= Pa+Pra Pa..

Thus, comparison of p~ – pr –

ing. Figures 7a and 7b provide

tpw and pa, provides a direct assessment of multiple scatter-

such a comparison for the Tropospheric model with RH = 50%
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(T50) and the Maritime model with RH = 99% (M99). Note that for the Maritime aerosol for

Pas > 0*O1Jthe value of Pa + % is about 40% greater that Past i-e”Jm~tiPle scattering si@f-

icantly increases the reflectante due to the aerosol. In contrast, for the Tropospheric model at

RH = 50% the aerosol reflectzmce is only increased by w 10%. Thus, we see that the influence

of multiple scattering depends significantly on the aerosol model. In contrast to the algorithm in

Subsection 2.1.2, for which multiple scattering was ignored, and for which no knowledge of the

aerosol properties was required to effect the atmospheric correction, the model-dependent mul-

tiple scattering will make it necesstuy to utilize aerosol models in the pw retrieval algorithm. As

the ordydirect link to the aerosol models is through 6(A, Al), or in particular through E(A4,AJ), it
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seems reasonable to retain the formalism of the single scattering algorithm, but modify it to in-

clude multiple scattering. Writing

Pa(~) + P,a(~) = ~[~, Pas(~)]Pas(~),

where the dependence of K on pa,(A) represents the departure of the P.(A)+ p.a(~) versus p..(~)

relationship from linearity, we see that K is nearly the same for the two NIR bands, but can be

significimtly diferent at 443 nm (Figure 7a). It is irrelevant whether the dependence of K on A

is explicit (K = K[A]) or implicit (K = K[pa, (A)]) or both, the effect is the same: Eq. (12)

becomes

~d the pa(~) + p.a(~) versus pas(~) relationship must be known at each wavelength.

The approach taken by Gonlon and Wang [1994a] was to solve the RTE for a set of N can-

didate aerosol models to provide what is essentially a set of lookup tables for K[A, pJA)]. As in

the single scattering algorithm, the NIR bands are used to provide the aerosol model through

however, since the aerosol model is not known at this point, the K ratio is

7 suggests that this K ratio should not deviate significantly from unity, so

[1994a] proposed computing 6( A,, Al) though

unknown. Figure

Gordon and Wang

where cj(~.,~z) is the value of &(A,, Al) derived from pa(~l) + pra(~~) ad pa(~s) + pra(~.) by

assuming that the K ratio for the jt~ aerosol model is correct. This procedure works reason-

ably well because the values of& j derived using the individual models are all close to the cor-

rect value. The procedure has been further modified by recomputing a new average formed by

dropping the two models with the largest values of ~(~,, Al) – &j(A., Al) and the two models with

the most negative values. This procedure is carried out several times until the final value is com-

puted using four models: two with &– &j <0 and two models with &– &j >0.
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Having derived a value for e(~,, Al), the next task is to estimate &(Ai,Al). In general, the de-

rived value of E(A,, Al) will be bracketed by two of the N candidate aerosol models. We then as-

sume that &(Ai,Al) falls between the same two aerosol models proportionately in the same man-

ner as e(~,, At). FinaUy, we also assume that K[Ait pa,(~i)] falls between the two values for these

models in the same proportion as E(A., A ). These assumptions are required to proceed, and as

we shall see, they are not always true. However, to the extent that the actual aerosols are simi-

lar in their optical properties to the candidate models, the assumptions appear to be reasonably

valid.

In this paper twelve candidate aerosol models are used: the Maritime, Coastal, and Tropo-

spheric models with RH = 50, 70, 90, and 99Y0. Tables of the pa(~) + ~ra(~) versus P..(A) re-

lationship were constructed by solving the RTE for each model for 00 = O to 80° in increments

of 2.50, and at 33 values of Ou. The azimuthal dependence of the reflect ante was determined

through Fourier analysis. Computations were carried out for eight values of 7.(.4i) from 0.05 to

0.8. The total number of sepmate solutions to the RTE used in the preparation of the tables ex-

ceeded 33,000 (including the Urban models described in the next section). To reduce storage, for

a given set (OO, 6V ) the simulations were fit to

log[pt(~) - p.(~) - tpW(A)] = log[a(~)] + b(~) log[p=.(~)] + c(~) log2 [pa.(~)] (13)

by least-squares. In the case of the azimuth angle +., we expanded a(~), b(~) and c(A) in a Fourier

series in @v and stored only the Fourier coefficients. As the reflectmces are even functions of the

relative azimuth angle &, a(A), b(A), and c(A) will be even functions of #o. Thus, we can write

etc. Using Fourier analysis with M = 14 produced about the same accuracy in the results as

interpolating with a division in & of 5° or 10°.

2.2.1 Test of the multiple-scattering algorithm
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We have tested this multiple-scattering algorithm by applying it to pseudo dat a created us-

ing the Shettle and Fenn [1979] Tropospheric, Coastal, Maritime, and Urban models at RH =

80%, denoted by T80, C80, M80, and U80, respectively. Note that these are not part of the can-

didate aerosol set, although the size and refractive index distributions of T80, C80, and M80 are

similar to members of the set. In contrast to the others, and unlike any members of the candi-

date set, U80 has strong aerosol absorption.

Comparison between the single-scattering and multiple-scattering algorithms for pseudo data
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crest ed with these models at the seven sun-viewing geometries described edier is provided in

Figure 8 for 7.(865) = 0.2. Clearly, including multiple scattering in the algorithm signiilcantly

improves the retrieval of [pW(443)]N for the T80, C80, and M80 cases, for which 7.(443) N 0.50,

0.32, and 0.24, respectively (Figures 4a and 5). In contrast, the U80 retrievals, although some-

what improved over single scattering, are still very poor. Thus, even tbough the size distribu-

tion of the U80 model is similar to the candidates (both in modal diameter and standard devia-

tion), the fact that the particles zue strongly absorbing causes as large an error in the retrieval of

[PUJ(443)]IVas neglecting rnultipk scattering completely. Clearly, particle absorption must have a

profound impact on multiple scattering.

As in Figures 6C and 6d, Figures 8C and 8d provide the relationship between [pW(550)]N and

[A4M3)Izvfor the single-scattering ~d the m~tiple-scattering (SeaWiFS) algorithms. For the

multiple-scattering algorithm, A[pw(550)]N x (1 /4) A[pw(443)]N, and with the exception of very

low pigment concentrations, the error in atmospheric correction at 443 nm will contribute more

significantly to the error in R [Eq. (4)] than that at 550 nm. Fortuitously, the errors at 443 and

550 nm typically have the same sign and, therefore, tend to cancel in R.

Table 2: Mean value of C obtained for seven

viewing geometries and three aerosol models

(M80, C80, and T80). The number in parenthesis

is the standard deviation divided by the mean (in %).

7.(865) C’fi., = 0.10 Cm.. = 0.47 Cfiue = 0.91

mg/m3 mg/m3 mg/m3

0.1 0.101 0.466 0.912

(1.6) ( 3.4) ( 9.1)

0.2 0.100 0.470 0.940

(3.1) ( 4.7) (12.8)

0.3 0.098 0.493 0.936

(5.5) (15.3) (25.3)

The error in the pigment concentration induced by A[pw(550)]N and A[pW(443)]N in the

multiple-scat tering algorithm is provided in Table 2. To prepare this table, the errors were added

to values of [pW(550)]N and [pw(443)]N that are characteristic of three pigment concentrations
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(0.10, 0.47, and 0.91 mg/m3) in order to produce retrieved reflectance that include the atmo-

spheric correction error. These were then inserted into Eq. (4) and the resulting pigment con-

centration was derived for each sun-viewing geometry for the M80, C80, and T80 aerosol mod-

els. For each true pigment concentration, the twenty-one retrieved values of C (seven geometries

times three aerosol models) were averaged and the standard deviation was computed. The com-

putations were carried out for ~a(865) = 0.1, 0.2, and 0.3.

As expected, the quality of the retrievals is best for the smallest value of 7.(865). Excel-

lent retrievals of C (as indicated by excellent mean values and small relative standard deviations)

were obtained for ~a(865) = 0.1 and 0.2, and for the two lower concentrations for ~a(865) = 0.3.

As mentioned ezulier, ~a(865) is typically ~ 0.2 in regions not subjected to urban pollution or

desert dust. For ~a(865) = 0.3 and a true value of C’ of 0.91 mg/m3, one retrieved value of C

was x 9 mg/m3 (OO = 60°, Oo R 45°, T80, for which 7.(443) x 0.75 and 7a(550) % 0.6). This

value was not included in the average or the standard deviation computation. These results sug-

gest that the multiple-scattering algorithm will provide excellent results as long as the candidate

aerosol models are similar in size and composition to the aerosol actually present.

2.2.2 Effect of absorption on multiple scattering

To try to understand the effect of particle absorption on multiple scattering, a set of multi-

ple scattering computations of pa + p,= was carried out in which particle absorption uZone was

varied. Specifically, we used the phase functions for the T50 and M99 aerosol models evaluated

at 865 nm (Figure 9). These models have the most weakly (T50) and the most strongly (M99)

forward peaked scattering phase function among the candidate models. Simulations of p. + p,= as

a fimction of ~. (or equivalently p.,) were made for 00 = 60° and 00 s 1°, with ~r = 0.015 (865

nm) and 0.236 (443 rim), as w. assumed the values of 0.6, 0.8, and 1.0. The results are presented

in Figure 10. Two facts concerning the pa + p,a versus pa, relationship emerge from these simu-

lations. First, for U. = 1, the relationship is nearly linear and, for the sharply peaked M99 phase
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function, the Rayleigh-aerosol interaction (N the difference between the dashed and solid curves
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Figure 9. Scattering phase functions for the T50 and M99
aerosol models at 865 nm.

caused by changing ~,) is small, while for the smoother T50 phase function the Rayleigh-aerosol

interaction is significantly larger. This is to be expected, since the mid-angle scattering by T50

is much hwger than M99 (Figure 9). Second, as Wa decreases, there are greater departures from

linearity and an increase in the sigdicance of the Rayleigh-aerosol interaction for both T50 and

Phssc Function T50 aI 865 nm (Viewing SI bra)
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Figure 10a. pa + p,. as a function of pa, and
W. for 443 nm (dashed) and 865 nm (solid) and
the T50 phase function. Curves from bottom
to top correspond to Wa = 0.6, 0.8, and 1.0.

M99. The general shape of the curves is explained by
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Figure 10b. pa + P,. as a function of pa, and
w. for 443 nm (dashed) and 865 nm (solid) and
the M99 phaae function. Curves from bottom
to top correspond to w. = 0.6, 0.8, and 1.0.

the fact that pa + p,. must approach an
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asymptotic value as 7a ~ co. Also, increasing ~r causes more diffuse light to enter the aerosol

layer and traverse longer paths through it, with the concomitant greater chance of absorption.

This explains the strong influence of W. on P,..

The impact of the absorption in Figure 10 is serious. Consider a hypothetical situation in

which the M99 phase function is appropriate and c(~i, ~1) = 1, so pd,(~i) = pa,(~l). Also, assume

that c(~~, Al) is correctly determined by the algorithm and that pa + p~~ x 0.02 at 865 XUU.Then,

if w. = 1 were used for estimating p= + p,= at 443 nm, but the true value of w. was actually 0.8,

Figure 10b shows that the error in pa + P,. at 443 run would be N –0.004. In contrast, if the

Wa = 1 assumption was correct the error would be N +0.001. Clearly, the effect of absorption is

to produce large negative errors in tpW, i.e., to over estimate the effect of the atmosphere. Figure

3a suggests that when ~(~it Al) is estimated from E(A,, Al) using weakly- or nonabsorbing aerosol

models, it will be overestimated, i.e., ~(~i, Az) will be too large, if the aerosol strongly absorbs.

This effect will cause a further over estimation of the atmospheric effect.

As the twelve candidate models in Subsection 2.2.1 are combinations of two components

with physical properties dependent on RH, they represent a fixed set of values of Wc at each wave-

length, i.e., there are only twelve difTerent values of W.. At 865 nm, these range from 0.99857

(M99) to 0.92951 (T50). Furthermore, each model possesses a unique value of &(A., Al) and a

more or less unique value of &(Ai,Al) for a given sun-viewing geometry (Figure 3a). Thus, the

choice of the twelve candidates forces a definite relationship between W. and &(.Ai,Al). In the case

of the twelve models chosen here, there is a steady decrease in Wa with increasing E(~i, Az). If this

relationship is more or less correct, an excellent correction is effected (Figure 8b, T80 ); however,

with its low value of Wa (O.74806 for U80 at 865 nm) the Urban model falls considerably outside

this relationship and the resulting atmospheric correction is very poor (U80 in Figure 8b). This

is further shown in Figure 11 in which the multiple-scattering algorithm is applied to the Haze C

models. In this Figure we have limited the models to those that fall within the range of variation

of the values of E(A., Az) of the candidate models, and also models for which 7.(443) ~ 0.8, the

upper limit of To used in the preparation of the p. + p,= versus p., look up tables. Haze C mod-

els with a real index of refraction (wa = 1) and v ~ 3 do not follow the Wa – e(~,, AZ)relationship

implied by the candidate models, and the values of A[pW(443)]N are positive. In contrast, the

dust and mineral models both display w.-values less than T50, and for these the A[pW(443)]N are

large and negative. Thus, it should be clear that it is imperative to use candidate aerosol models
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that possess an approximately correct relationship between Wa and c(A,, Al), or physically, an ap-

proximately correct relationship between particle size and absorption. Such a relationship must

be based on climatology, e.g., when the aerosol optical thickness over the North Atlantic Saharan
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Figure 11. A[pW(443)]N as a function of E{’) (765, 865) for
the Hase C models with 7.(865) = 0.2 and all of the view-
ing geometries examined in the study, using the multiple-
scattenng algorithm.

dust zone is high, one should use candidate models consisting of a line= combination of a Mar-

itime model and Saharan dust model, either uniformly mixed in the marine boundary layer or

having a two-layer structure. Given such climatology-based models, preparation of the appropri-

atee lookup tables for incorporateion into the algorithm is a simple process.

As an example, we modified the algorithm to utilize only four candidate models, the Shet-

i?leand Fenn [1979] Urban models at RH = 50%, 70%, 90%, and 99%, and tested it using pseudo

data created with the U80 model. In this manner, the w. and e(&, Al) relationship was approx-

imately correct. The results are provided in Figure 12, which shows the error in [pW(443)]N as a

function of the aerosol optical thickness of U80 at 865 nm. Recall, horn Figure 4a, that 7.(443)x

1.75T=(865). Comparison with Figure 11, for which r.(865) = 0.2, shows that the maximum error

(which occurs at the scan edge with 00 = 600), when the Urban models me used as candidates, is

only twice the minimum error when the original twelve candidate aerosol models were used. This
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underscores the necessity of having realistic climatologically -based aerosol models in situations in

SeaWiFSAlgorithm(Candidatemodels:U50,U70,U90,U99)
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Figure 12. A[pw (443)]N as a function of T.(865) for the
U80 model, when the candidate aerosol models in the
multiple-scattering algorithm are restricted to U50, U70,
U90, and U99.

which the aerosol concentration is sufficiently lmge to require consideration of multiple scatter-

ing. We shall discuss experimental efforts to obtain such a climatology in a later section.

3. Examination of the approximations

In this Section we assume that the appropriate set of candidate aerosol models can be se-

lected in a given situation and examine the effects of the approximations made in Section 2. These

include the influence of whitecaps on the sea surface, the influence of the vertical distribution of

the aerosol, the approximation of the atmosphere as a plane-parallel medium, i.e., ignoring the

curvature of the earth, the use of scalar radiative transfer theory (ignoring polarization) in prepa-

ration of the multiple-scattering lookup tables, and the effect of ignoring sea-surface roughness in

the preparation of the lookup tables.

3.1 Whitacaps

As mentioned earlier, the term t(Ai)pWC(Ai) in Eq. (6) has been ignored in the development
(m)of the algorithm. If we indicate the reflectance measured at the top of the atmosphere as pt ,
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reflectance consists of two parts; that which would be measured in the absence of whitecaps,

the reflectance added by the whitecaps tpWC,i.e.,

(m) _
Pt – pt + tpwc. (14)

Since the retrieval algorithms developed in Section 2 must be operated with p~ rather than p\~),

tpwc must be removed from the imagery beforw the algorithm can be applied.

As in the case of the normalized water-leaving radiance, we define the normalized white-

cap reflectance (or the albedo) [pWC]Nto be the area-weighted reflectance (over several pixels) of

oceanic whit ecaps at the sea surface in the absence of the atmosphere. Then the whitecap com-

ponent of the radiance leaving the surface is

F. COS 80
LWC(A) = [pwc(A)]pJ = t(oo, A),

where the whitecaps are assumed to be lambertian. Converting

Pwc(~) = [Pwc(~)]N~(oo, A).

At the top of the atmosphere, the whitecaps contribute

to reflect ante we have

tpwc(A) = [pwc(A)]~t(eo, A)t(ev, A).

The problem faced in removing tpwC(A) horn pt(A) in Eq. (6) is the estimation of [pwc(A)]N.

Baaed on previous research on the relationship between whitecaps and environmental param-

eters, the algorithm adopted for estimating [pwC]N is that of Koepke [1984] [Gordon and Wang,

1994b]:

[pwc]N = 6.49X 10-7 W35Z, (15)

where W is the wind speed in m/s measured 10 m above the sea surface. Gordon and Wang

[1994b] show that, for a given wavelength, this predicts [pwc]N with a standard deviation approx-

bately equal to [pwC]Nitse~.

The effect of the any error in the estimation of [pwc]N on the retrieved water-leaving re-

flectance is strongly dependent on the spectral variation of [pwc(A)]N. In Gonion and Wang [1994b]

it was assumed, based on measurements carried out by WhitJock, Bartlett and Gurganus [1982],

that [pwc(A)]N was independent of A; however, Schwindling [1995] and Frouzn, Schwzndling and
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Deschamps [1995] have reported measurements on breaking waves in the surf zone suggesting

that whitecaps may reflect considerably less in the NIR than in the visible, presumably because

a significant component of the whitecap reflectivityy is due to scattering from submerged bubbles.

To understand the effect of spectral variation in [pWc]Non the accuracy of atmospheric correc-

tion, the multiple scattering algorithm has been operated in the presence of whitecaps displaying

both nonspectral reflectance and the spectral reflectance suggested by l+ouin, Schwindltng and

Deschamps [1995]. Figure 13 compares the error in [pW(443)]N as a function of 00 for viewing

at the edge of the MODIS scan with the M80 aerosol model (~~(865) = 0.2) for these two cases

when the error in the estimate of [pWc]N at 443 run is +0.002. This error in [pW=(443)]N corre-

sponds to a wind speed of N 8 – 9 m/s. Figure 13 shows that for wavelength-independent whit e-

cap reflectivityy, the resulting error in [pW(A)]N can be significantly less than (w 1/4) the error

in the estimate of [PW.(443)]IV. In contrast, if whitecaps reflect in a manner consistent with the
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Figure 13a. A[pW(443)]Iv as a function of the
error in the whitecap reflectance at 443 nm and
80 at the edge of the scan for the M80 aerosol
model with ~~(865) = 0.2. Whitecap reflectance
spectrum is that proposed by Whttlock, Bartlett
and Gurganus [1982].
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Figure 13b. A[pW(443)]N as a function of the
error in the whitecap reflectance at 443 nm and
80 at the edge of the scan for the M80 aerosol
model with Ta(865) = 0.2. Whitecap reflectance
spectrum is that proposed by Ikouin, Schwin-
dling and De8champ8 [1995].

Fmuin, Schwindling and Deschamps [1995] observations, the error in [pW(443)]N can be expected

to be of the same order-of-magnitude as the error in [pWC(443)]N. Similar simulations using the

T80 aerosol model, for which E(A, 865) displays strong variation with A, show similar effects for

the case of whitecaps with the Frouin, Schwindling and Deschamps [1995] reflectance; however,

the error for the Whitlock, Bartlett and Gurganus [1982] reflect ante model can also be the same

order of magnitude as A [pWC(443)]N [Gonion and Wang, 1994b]. Figure 13 shows that an over-

estimation of [pWC(443)]~ leads to a negative error in [pW(443)]N. The same is true at 550 nm.
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When the errors in [pW(A)]N are negative, algorithms

can lead to very large errors in the derived products.

such as Eq. (4), that use radiance ratios,

Because of this, it is better to underesti-

matee the [pW=(443)]~ in the whitecap correction algorithm rather than overestimating it.

As whitecaps have the potential of producing errors of a magnitude similar to the magnitude

of the acceptable error in [pW(A)]N, it is important to obtain radiometric data of actual ocetic

whitecaps, and validate its dependence on wind speed.

3.2 Aerosol vertical structure

The reflect ante of the atmosphere in the single-scattering approximation is independent of

the manner in which the aerosol is distributed with altitude. However, this independence does
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Figure 14a. Effect of the vertical distribution
of aerosol on A[pW(443)]N as a function of
t% at the edge of the scan for the T80 and
M80 aerosol models with ~a(865) = 0.2. Note
that the correction algorithm assumes that the
‘Two-layer” stratification is correct.
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Figure 14b. Effect of the vertical distribution
of aerosol on A[jIW(443)]N aa a function of
80 at the edge of the scan for the U80 and
U70 aerosol models with ra(865) = 0.2. Note
that the correction algorithm assumes that the
“Two-layer” stratification is correct.

not extend to a multiple-scattering atmosphere. As the mult iple-scat tering algorithm assumes

that the aerosol is all located in the bottom layer of a two-layer atmosphere, it is important to

understand the effect of aerosol vertical structure on the correction algorithm. This has been

studied by comparing the error in the algorithm when the pseudo data are simulated using the

“correct” two-layer model with the error when the pseudo data are simulated using a model in

which the aerosol and Rayleigh scattering have an altitude-independent mixing ratio, i.e., a uni-

formly mixed model. Figure 14a provides such a comparison for the M80 and T80 aerosol models
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with ~.(865) = 0.2. It is seen that the effect of an incorrect assumption regarding the vertical

structure will not lead to serious errors in this case. However, in the case of strongly absorbing

aerosols, e.g., the Urban models, the assumed vertical struct~e is very irnport~t. Fi~e 14b

provides the two-layer versus uniformly mixed cases for the Urban models with ~a(865) = 0.2.

In this case the candidate aerosol models were restricted to U50, U70, U90, and U99, as in the

results for Figure 12. For the U80 case, the error becomes excessive, increasing by over an or-

der of magnitude compared to the two-layer case. More disturbing is the performance of the U70

aerosol model. U70 is actually one of the candidate aerosol models in this case. When the verti-

cal structure is the same as assumed by the algorithm, the error is negligible. In contrast, when

the incorrect structure is assumed, the error becomes very large.

As we have examined only an extreme deviation from that assumed by the correction al-

gorithm, it is of interest to quantify how the correction algorithm performs as the aerosol layer

thickens horn being confined just near the surface to being mixed higher in the atmosphere. Thus,

the top-of-atmosphere reflect ante was simulated using a two layer model with aerosol plus Rayleigh

scattering in the lower layer and only Rayleigh scattering in the upper layer. The fraction of the

Rayleigh scattering optical thickness assigned to the lower layer was consistent with aerosol-layer

thickness of O, 1 km, 2 km, 4 km, 6 km, and m. The aerosol model used in the simulations was

U80, and ~a(865) was kept constant at 0.2. The multiple-scattering algorithm was then operated

with this pseudo data using U50, U70, U90, and U99 as candidate models. The results of this ex-

ercise are provided in Figure 15. Clearly, progressive thickening of the layer in which the aerosol

resides leads to a progressive increase in the error in the retrieved water-leaving reflect ante.

This iniluence of vertical structure on the algorithm when the aerosol is strongly absorbing

is easy to understand. The algorithm assumes all of the aerosol resides in a thin layer beneath

the molecular scat tering layer. As the aerosol layer thickens and encompasses more and more of

the molecular scattering layer, the zunount of Rayleigh scattering within the aerosol layer will in-

crease causing an increase in the average path length of photons through the layer, and a con-

comit ant increase in absorption. Thus, for a given 7., pt will decrease as the thickness of the

aerosol layer increases. Since p~ N A‘4, this decrease will be relatively more in the visible than

in the NIR, so the algorithm will predict values of p. + p,. in the visible that are too large, yield-

ing an over correction, A [pW(443)]~ <0.
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Ding and Gordon [1995] (Figures 9 and 10) have provided some examples of the error in the

multiple-scat tering algorithm for vertical structures in which the aerosol model as well as con-

centration varies with altitude. For the weakly-absorbing aerosol of the models that they inves-
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Figure 15. Effect of the vertical distribution of aerosol on
A[pW(443)] N as a function of 00 at the edge of the scan
for the U80 aerosol models with ra(865) = 0.2. Curves
from top to bottom refer to situations in which the aerosol
is confined to a layer just above the surface, between
the surface and 1, 2, 4, and 6 km, and uniformly mixed
throughout the atmosphere.

tigated (u. ~ 0.93), the conclusions are similar to those here: as long as the aerosol is weakly

absorbing, the error is negligible, but as w= decreases, the error becomes progressively larger.

Clearly, more study is required for a quantitative assessment of the impact of vertical structure

in a strongly absorbing atmosphere; however, the computations provided here demonstratee that

a huge error in the vertical structure of the aerosol layer assumed for the lookup tables will re-

sult in a very poor atmospheric correction, even if the candidate aerosol models are appropri-

ate. Figwe 15 suggests that at a minimum, the lookup tables for the Urban candidates need to

be recalculated under the assumption of an aerosol layer of finite physical thickness, i.e., some

Rayleigh scattering in the aerosol layer. It also suggests that, for the case studied, if the lookup

tables were computed for an aerosol layer of physical thickness 2 km, they would provide reason-

able retrievals for layers with thicknesses from 1 to 3 km, i.e., the algorithm could tolerate a +1

km error in the layer thickness for this case.
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3.3 Earth curvature

All atmospheric corrections algorithms developed thus far ignore the curvature of the earth,

i.e., the plane-parallel atmosphere approximation has been used in the radiative transfer simula-

tions. However, at the level of accuracy required to utilize the full sensitivity of MODIS, it may

be necessary to take the curvature of the earth into account, especially at high latitudes with

their associated large 00 values. Ding and Gordon [1994] have examined this problem in detail

using a model based on a spherical shell atmosphere solved with Monte Carlo techniques. It was

found that as long as P. was computed using a spherical shell atmosphere model, the multiple-

scattering algorithm performed as well at high latitudes as at low latitudes. They provided a

method for the rapid computation of p, for the spherical shell atmosphere; however, it has yet

to be implemented for image processing.

3.4 Polarization

All of the radiative transfer simulations described in Section 2 were carried out using scalar

radiative trmsfer theory, i.e., polarization was ignored. In the case of single scattering, except

for the terms involving the Fresnel reflectance, scalar (ignores polarization) and vector (includes

polarization) radiative transfer theory lead to the same radiances. Thus, the single scattering

algorithm is little influenced by polarization. It is well known, however, that, when multiple scat-

tering is present, the use of scalar theory leads to small errors (w few %) in the radiance com-

pared to that computed using exact vector theory [Gonion, Brown and Evans, 1988; Kattawar,

Plass and Hitzfelde~, 1976]. As with CZCS, in the actual application of the algorithm, p, will

be computed using vector theory; however, the lookup tables relating pa + p~~ to pa, have been

computed using scalar theory. To understand the influence of neglecting polarization in the com-

putation of the lookup tables, simulations of the top-of-the-atmosphere reflect ante pt were car-

ried out using both scalar and vector radiative transfer theory. In the case of the scalar simu-

lations, [pW(443)]N was retrieved as described in Section 2.1.2. An identical retrieval procedure

was used for the vector simulations with a single exception: as in the case of CZCS, pr was com-

puted using vector theory. The results are presented in Figure 16a and 16b for the M80 and T80

aerosol models respectively. These figures provide Ap E tApW (443) (rather tham A[pW(443)]N

in the previous figures) produced by the multiple-scattering correction algorithm as a function
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of (?Ofor T=(865) = 0.2. The notation “S-S” and “V-V” means that both pt and p? were com-

puted using scalar (S–S) and vector (V–V) radiative transfer theory, respectively. Note that the

diference between computations is the error induced by ignoring polarization in the preparation

of the p. + P,. versus p=, lookup tables. At present, only a small number of simulations of the

type shown in Figure 16 have been carried out; however, for these the dilTerence between S–S and

V–V was typically ~ 0.001 but reached as much as
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Figure 16a. Effect of neglecting polarisation in
the multiple-scattering lookup tables. S-S and
V-V are for pt and p, computed using scalar
and vector radiative transfer theory, respec-
tively. Ap - tApw, the aerosol model is M80,
and Ta(865) = 0.2.

0.002 in isolated cases. Thus, compared to

Viewing at E@

0024

0003

0.002 . . .,.,,,.,.. . . . .

O.txll

0, .. . . . .

..00

:~
10203O4OWLII 7080

eo(Deg.)

Figure 16b. Effect of neglecting polarization in
the multiple-scattering lookup tables. S-S and
V–V are for pt and p, computed using scalar
and vector radiative transfer theory, respec-
tively. Ap = tApw, the aerosol model is T80,
and ra(865) = 0.2.

the errors possible when strongly absorbing aerosols or whitecaps are present, this error appears

negligible. It could be removed by recomputing the lookup tables using vector radiative transfer

theory, but at considerable computational cost.

3.5 Sea surface roughness

The roughness of the sea surface caused by the wind can play a large role on the reflectance

measured at the top of the atmosphere. The principzd effect of the rough surface is to redirect

the direct solar beam reflected horn the sea surface into a range of angles. This leads to a very

large reflectance close to the specular image of the sun, know as sun glitter or the sun’s glitter

pattern. As this can be many times the radiance exiting the atmosphere in the smooth-surface

case, the data in the region of the sun glitter must be discarded. This is accomplished by a mask

as described in Appendix A. The remainder of the rough-surface effect is due to a redistribution
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of light scattered from the reflected solar beam (because it is redirected) and a redistribution

of sky light reflected from the surface (the Fresnel reflection terms in Eq. (9)). This redistribu-

tion of radiance contaminates the imagery over all viewing angles. As the lookup tables relating

Viewing 01 Edge

O.MM M80. 1,(S65) =0.2, W =75 lllk
p#.) computi for W = 0.0 mh

0.CU33

0.LW2 ., .,.,.,,.,

0s)01

J

;C
o.cKlo z

a
-.00

-.002

[
-.fm33

::~
10 203040506070 W

eo (Oeg.)

Figure 17a. Effect of neglecting sea surface
roughness in the multiple-scattering lookup
tables. S–S and V-V are for p: and p, com-
puted using scalar and vector radiative transfer
theory, respectively. Ap - tApW, the aerosol
model is M80, and rc(885) = 0.2. p, has been
computed assuming that W = O.0 m/s.
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Figure 17b. Effect of neglecting sea surface
roughness in the multiple-scattering lookup
tables. S–S and V-V are for pi and P. com-
puted using scalar and vector radiative transfer
theory, respectively. Ap s tApw, the aerosol
model is M80, and ra(885) = 0.2. p, has been
computed assuming that W = 7.5 mis.

pa + P,= to pa, were computed under the assumption that the surface was flat, it is necessary to

examine the error in the water-leaving reflectante induced when viewing a rough ocean. This was

effected by computing pt for an ocem roughened by the wind and inserting the result into the

multiple-scattering correction algorithm. In this simulation, the sea surface roughness was based

on the Coz and Munk [1954] surface slope distribution function (Appendix A). For computational

simplicity, an omnidirectional wind was assumed [Coz and Munk, 1954]. The wind speed was

taken to be w 7.5 m/s. Since Gonfon and Wang [1992b] and Gordon and Wang [1992a] showed

that at the radiometric sensitivityy of SeaWiFS and MODIS, correct computation of the influence

of surface roughness on pr required use of vector radiative transfer theory, the comput ations were

carried out using both scalar and vector theory. Sample results from one set of the small number

of simulations that have been carried out to assess the effect of surface roughness are provided

in Figure 17. These are in the szune format as Figure 16. The differences between the two pan-

els is that, in Figure 17a p, has been computed assuming a smooth sea surface (a wind speed

of zero), while in Figure 17b it has been computed using the correct (7.5 m/s) wind speed. For

reference, Figure 16a provides similar results for a smooth sea surface. Comparing Figures 16a
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and 17a shows that the residual effect of the rough surface external to the sun’s glitter pattern

is small (Ap N 0.0005), and comparing Figures 16a and 17b shows that the residual effect can

be removed by using the correct wind speed in the computation of P., i.e., ignoring the surface

roughness in computation of the lookup tables relating pa + p,a to pa, does not appear to lead to

significant error.

4. Remaining issues

We now examine remaining issues in developing and operating the multiple-scattering algo-

rithm. These include the appropriateeness of the candidate aerosol models, absorbing aerosols,

the effects of stratospheric aerosols, the influence of any sensitivity the sensor might have to the

polarization of the top-of-atmosphere reflectante, the angular distribution of the water-leaving re-

flect ante and its influence on the diffuse transmitt ante, and the effect of sensor calibration errors.

4.1 Appropriateness of aerosol models

Operation of the multiple-scattering algorithm requires a set of candidate aerosol models.

Thus far, models from, or derived from, the work of Shettle and Fenn [1979] have been used as

candidates. These models were basically developed from the analysis of aerosol physical-chemical

properties and zue believed to provide realistic approximations to the extinction and absorption

cross section of real aerosols. However, they have never been validated for the role they are being

used for here, i.e., for their ability to provide realistic aerosol phase functions and their spectral

variation. As it is important to utilize as candidates, aerosol models that closely approximate the

optical properties of actual aerosols over the ocean, work is being carried out or planned to study

the optical properties of aerosols over the ocean.

Measurements over and above aerosol optical thickness and its spectral variation are re-

quired to understand the adequacy of candidate aerosol models. Schwindling [1995] compared

estimates of the aerosol scattering phase function obtained from a pier at Scripps Institution of

Oceanography at La Jolla, CA, with the properties of the Shettle and Fenn [1979] models and

concluded that within the accuracy of their measurements the models fit both the phase func-

tion and the spectral variation of the aerosol optical thickness. It was also confirmed that ~=(~)
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becomes very low off the coast of CA. Such measurements need to be carried out in different re-

gions and at difFerent times. The aerosol monitoring network based on CIMEL sun/sky radiome-

ters operated by B. Holben [Holben et aZ., 1996] of NASA/GSFC is presently being expanded

to include stations at the coast and on small islands. The plan is to use the methods developed

by Wang and Gonion [1993] to invert the sky radizmce and optical thickness data to obtain the

aerosol scattering phase function and the single scattering albedo.

4.2 Absorbing aerosols

In Subsection 2.2.2 it was shown that in the presence of strongly absorbing aerosols, the can-

didate aerosol models must be restricted to those with values of W. similar to the true aerosol.

This was effected there by limiting the candidate models to U50, U70, U90, and U99 when the

test aerosol was U80 (Figure 12), since when the initial twelve candidate models were used, the

error was excessive (Figure 11). Without a method of determiningg the absorption characteristics

of the aerosols from satellite measurements, an aerosol climatology is required to be able to pro-

vide realistic candidate models. Furthermore, in Subsection 3.2 it was shown that, for strongly

absorbing aerosols, even given the appropriatee set of candidat e models, knowledge of the vertical

distribution of the aerosol was required for an adequate correction (Figure 15). Thus the aerosol

climatology needs to contain information concerning the aerosol-layer thickness for regions with

strongly absorbing aerosols.

The effort toward building a climatology for absorbing aerosols involves measurements of the

type discussed in Subsection 4.1, i.e., measurements of sky radiance and aerosol optical thickness

from ships or small islands in the appropriate regions. The Wang and Gonion [1993] retrieval

algorithm should perform as well for strongly-absorbing as for nonabsorbing aerosols. A climatol-

ogy for the aerosol vertical distribution can most effectively be built using LIDAR measurements

[Sasano and BroweU, 1989]. An excellent start toward a vertical distribution climatology can be

made utilizing data from the Lidar In-Space Technology Experiment (LITE) [McComnick, 1995].

On the basis of LITE-based and aircraft-based measurements Grant et al. [1995] observed that

the Saharan dust layer over the Eastern Caribbean extended in altitude horn 1-4 km. This is in

contrast to the dust-free atmosphere in which the thickness of the marine boundary layer is typ-

ically 1-2 km. Ex amining a LITE pass from Wallops Island, Virginia to Bermuda, Ismad et aZ.

[1995] found that the plume of pollution from the U.S. East Coast was in a 1-2 km thick layer
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above the 0.5- 1.0 km thick maritime boundary layer. These observations suggest that the princi-

pal absorbing aerosols expected in the Atlantic are mixed higher in the atmosphere than assumed

in the existing candidate aerosol model lookup tables.

It would be extremely useful to be able to detect the presence of absorbing aerosols from

measurements made by the ocean color sensor alone, e.g., to be able to distinguish between ab-

sorbing and nonabsorbing aerosols. At present there is no way to effect this; however, comput a-

tions using Mie scattering suggest that MODIS observations of pt(~) for A > 865 run, may be

useful in this regard. Figure 18 compares the E(A, 865) for Haze C distributions of nonabsorbing
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(liquid water) and absorbing (minerals transported over the oceans with the index of refraction

taken from d ‘Ahneida, Koepke and Shettle [1991]) aerosol particles. Also included on Figure 18

are computations for a log-normal distribution suggested in d ‘Ahneida, Koepke and Shettle [1991]

for minerals transported over large distmces to the marine environment. In contrast to nonab-

sorbing aerosols, the mineral aerosol shows a significant decrease in E(A, 865) for A > 1.26 pm

over that extrapolated horn the observed E(765, 865) and &(1260, 865). This behavior of E(A, 865)

is apparently due to the rapid decrease in the real part of the mineral refractive index beyond

1260 nm. Notwithstanding the perils of using Mie theory to predict the large-angle scattering

for irregularly shaped particles [Mishchenko and Tnavis, 1994; Mugnai and Wiscombe, 1989] these

computations suggest that it may be reasonable to try to use the short-wave in.fiared (SWIR)

bands on MODIS to differentiate between some types of absorbing and nonabsorbing aerosols.

Characteristics of these MODIS bands are provided in Appendix B, where it is shown that these
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bands on MODIS have sufEcient sensitivity (if pixel averaging is employed) to attempt such a

differentiation.

4.3 Stratospheric aerosols

In some situations, e.g., following volcanic eruptions or when there are thin cirrus clouds

present, there can be significant quantities of aerosol in the stratosphere. Gordon and Castafio

[1988] showed that the presence of the El Chich6n aerosol [King, Harshvardhan and Arking, 1984]

had little effect on CZCS atmospheric correction; however, at the higher correction accuracy re-

quired for MODIS the Godon and Wang [1994a] algorithm may be degraded by the presence of

stratospheric aerosol. Although not listed in Table 1, MODIS is equipped with a spectral band

at 1380 nm that can be used to assess the contamination of the imagery by stratospheric aerosol

(Appendix B). This spectral band is centered on a strong water vapor absorption band and pho-

tons penetrating through the stratosphere will usually be absorbed by water vapor in the free

troposphere [Gao, Goetz and Wiscombe, 1993]. Thus, any radiance measured at 1.38 pm can, in

the first approximation, be assumed to be scattered by the stratospheric aerosol alone, providing

a mechanism for estimating the stratospheric contribution.

The author and coworkers are engaged in assessing the effect of stratospheric aerosols on at-

mospheric correction and studying ways in which to correct the contamination, assuming that all

radizmce detected at 1380 nm results from scattering by the stratospheric aerosol alone. Briefly,

the stratospheric aerosol contributes to the reflect ante at all wavelengths. Thus, in its presence

the total reflectuce will be changed by an amount fp~’), i.e.,

(s) .
where pt 1s the reflectance of the entire ocean-atmosphere system in the presence of strato-

spheric aerosol, and pt the reflectance in its absence. To assess the impact of the stratospheric

aerosol, the multiple-scat tering algorithm was operated using simulated values of p$”)(A) in the

place of pt(~), for four stratospheric aerosol types. The preliminary results suggest that strato-

spheric aerosol/cirrus cloud cent amination does not seriously degrade the Gonion and Wang

[1994a] algorithm except for lwge (W 60° ) solar zenith angles and large (W 45°) viewing angles,

for which multiple scattering effects can be expected to be particularly severe.
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The performance of a hierarchy of algorithrnz for using the 1380 nm MODIS band to cor-

rect for stratospheric aerosol/cirrus clouds, are also being examined. The approach is to use

p\’)(1380) to estimate &p\’)(A) in the visible and NIR. The procedures being investigated range

from from simply subtracting the reflectance at 1380 nm horn that in the visible bands, i.e.,

6p\”)(A) = p\’) (1380), to assuming all of the optical properties of the stratospheric aerosol are

known (measurement at 1380 nm providing the concentration) and carrying out multiple scat-

tering computations to estimate 6p\”)(A). It is not surprising that the most complex procedures

yield the best results; however, it is surprising that the complex procedures appear to only reduce

the error in the retrieved water-leaving radiance by ,$ a factor of two compared to the simplest

procedures.

4.4 Residual instrument polarization

AU scanning radiometers display some sensitivity to the polarization of the radiance they

=e intended to measure. For MODIS, it was specified that this polarization sensitivity should be

less than 2%, and that it be mapped as part of the sensor characterization procedure. Depend-

ing on how well the MODIS meets this specification, a correction may be required to remove the

residual polarization effects from pt. We have developed a formalism [GonicJn, 1988] which pro-

vides the framework for removal of instrumental polarization-sensitivity effects. The diflicult y

with removing the polarization sensitivityy error is that the polarization properties of the radiance

backseat tered by the aerosol are unknown. Although the details of the correction process have

yet to determined, simulations of this effect for an instrument possessing w 3–4 times the po-

larization sensitivity expected for MODIS are presently being carried out. Preliminary results

suggest that elimination of the polarization effect is possible at the required level of accuracy

by estimating the polarization of the top-of-atmosphere radiance to be that expected for a pure

Rayleigh scat tering atmosphere. This is understandable in the blue, where Rayleigh scattering is

the principal contributor to pt.

4.5 In-water radiance distribution

Algorithms for retrieving tot al pigments, chlorophyll, etc., from ocean color imagery are de-

veloped by relating the nadir-viewing water-leaving radiance to the quantity in question. In the

analysis of ocean color imagery it has always been assumed that [pW]Nis independent of the
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viewing angle. This assumption was based on a small number of observations, e.g., see Smith

[1974] and references therein, which suggests that Lu(z, 8, #), the upwelling radiance at depth z

beneath the surface and traveling in a direction specified by the angles (0, #), is only weakly de-

pendent on 8 and ~. However, in a series of papers Morel and Gentili [Morel and Gentili, 1991;

MonEl and Genttli, 1993; Morel and Gentdi, 1996] studied theoretically the bidirectional effects as

a function of the sun-viewing geometry and the pigment concentration. Their simulations suggest

that, although the bidirectional effects nearly cancel in the estimation of the pigment concen-

tration using radiance ratios (Eq. (4)), Lti(z, 6, ~) can depend significantly on 0, # and 190. This

means that the value of [pW]N retrieved in atmospheric correction is actually appropriatee only to

the viewing direction in which the measurement of pt is made. Since most in-water algorithms

have been developed based on nadir-viewing measurements, the derived [pW]N values should be

corrected to nadir-viewing geometry. This requires understcd.ing the bidirectional effects. This

is effected by direct determination of the upwelling radimce distribution for a variety of waters

and solar zenith angles using an electro-optics radiance camera system developed by Voss [1989],

e.g., see Morel, Voss and Gentili [1995]. These measurements will provide direct determination of

the effect, and will yield an algorithm for extrapolation to the nadir viewing direction as required

for derived product algorithms.

4.6 Diffuse transmittance

The d.ifTusetransmittance was mentioned in Section 2. It is defined as the water-leaving ra-

diance in a particular viewing direction (OV,+.) “transmitted” to the top of the atmosphere, i.e.,

~(ev,(jV) = ‘w(e”’6)ToP
Pw(tJ,4v) “

Thus, if the atmosphere were only illuminated from below with

measured at the top of the atmosphere in the direction (Ov,&)

radiance pw(~, #), the radiance

would be t(ev, ~V)pW(OV,#V). The

diffuse transmitt zmce accounts for the direct loss from pW(OV,#o) due to absorption and scat-

tering within the atmosphere, as well as for the gain in radiance in the direction (6V, #w) due

to scattering of pw(8, ~), i.e., from all other upward directions, into (OV,#V). In the case of the

CZCS, it was assumed that pW(O,~) is independent of (0, #). Then, t(OV,#., A) was approximated

by [Gonion et al., 1983]

[(t((?v,#v,A)=exp – T.(A) )( )1--j-+T~z(A) : ta(ov,A), (16)
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where

(17)

and PV = COS6V. F.(PV, ~) is related to the scattering phase function of the aerosol and is given

where P. (a, A) is the aerosol phase function at A (normalized to 4x) for a scattering angle a, and

Coscl = pp. + /(1 -pz)(l -p:) cos#.

If OVis ,$ 60° the factor [1 – w.(A) Fa(pv, A)] is usually ~ 1, so t. depends only weakly on the

aerosol optical thickness and was taken to be unity for CZCS.

As retrieval of pW from pt requires t, and relative error in t will yield an equivalent relative

error in pm, it is important to compute this quantity as accurately as possible. Because the cor-

rection algorithm provides models of the aerosol, it is possible to incorporatee all of the multiple

scat teri.ng and aerosol effects into t in the form of look up tables, and considerably improve its

accuracy. Unfortunately, any precomputed t must be based on an assumed form for the water-

Ieaving radiance distribution. The natural distribution to assume is uniform (independent of

direction); however, as described in Subsection 4.5, LU(O,~) just beneath the surface is not uni-

form, so this assumption cannot be correct. In fact, the appropriate transmittance to use to

propagate the water-leaving reflect ante to the top of the atmosphere depends on the actual vari-

ation of LU(O,~) with O and #. The extent of the effect of LU(6, ~) on the transmittance is being

studied [Yang and Gonion, in preparation], and preliminary results indicate that the difference

between a uniform (subsurface) upwelling distribution and a more-realistic L.(8, ~) is usually

< 570 of t. This suggests that derivation of pW(443) within +570 may require knowing, or esti-

mating, the shape of the subsurface radiance distribution. Morel and Gentih [1996] have devised

an iterative scheme for estimating the shape of the subsurface radiance distribution horn an es-

timate of the pigment concentration. Such a scheme may be required to provide a more realistic

value for t.

4.7 Sensor calibration
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Since the desired water-leaving reflectance is only a small part of pt, at most * 10 – 15%

(Table 1), accurate calibration of the sensor is critical [Gonfon, 1987]. In this section we describe

simulations to estimate the magnitude of the effect of the radiometric calibration error, and dis-

cuss how accurate on-orbit calibration can be effected.

To assess the effect of calibration errors, we add a small error to each of the measured re-

flectance, i.e.,

where a(~) is the fractional error in pt(~) and pj(~) is the value of p~(~) that the incorrect sensor

calibration would indicate. The atmospheric correction algorithm is then operated by inserting

p~(~) as the measured value rather than the true value pt(~) and tApW s Ap is computed as

before.

Assuming the single-scattering algorithm, Eq. (12), is exact, and c(~i, Al) = exp[c(~l – ~i)],

it is easy to show that to first order in a(~), the error in the retrieved pW is

(19)

The first term represents the direct effect of calibration error at Ai on pw(~i), while the re-

maining terms represent the indirect efFect from calibration error in the atmospheric correction

bands at ~, and Al. The second term obviously increases in importace as Ai decreases. Note

that if all of the spectral bands have calibration error with the same sign, i.e., all a(~) have the

same sign, significant cancellation of the atmospheric correction contribution can occur; however,

if a(~.) and a(~l) have Merent signs, the error is magnified as the last two terms in Eq. (19)

will add.

To see if this holds for the multiple-scattering algorithm as well, it was also operated by in-

serting p~(~) as the measured value rather than the true value p~(~). The results of this exercise

are presented in Figures 19a–19d for the M80 aerosol model at the center of the scan. In Figures

19a and 19b, a(765) = a(865) with CY(443)= O (Figure 19a) or with a(443) = a(765) = Q(865)

(Figure 19b). Figures 19a and 19b show the effect of a calibration bias that is the same at 765

and 865 nm. Figures 19c and 19d show the effect of having calibration errors that are of opposite
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Figure 19a. Error in the retrieved
t(443)pW(443) for viewing at the center of
the scan with a Maritime aerosol at RH =
80% as a function of the solar zenith an-
gle with 7.(865) = 0.2 and calibration er-
rors a(443), CY(765),and cz(865) in Eq. (18)
(open circles). Solid circles are for a(~,) = O
for all ~;.
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Figure 19b. Error in the retrieved
t(443)pW(443) for viewing at the center of
the scan with a Maritime aerosol at RH =
80% as a function of the solar zenith an-
gle with 7.(865) = 0.2 and calibration er-
rors CY(443),CY(765),and CY(865)in Eq. (18)
(open circles). Solid circles are for a(~i) = O
for Sll A,.
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Figure 19c. Error in the retrieved
t(443)pW(443) for viewing at the center of
the scan with a Maritime aerosol at RH =
80~0as a function of the solar zenith an-
gle with ~@(865) = 0.2 and calibration er-
rors a(443), a(765), and CK(865)in Eq. (18)
(open circles). Solid circles are for a(~i) = O
for all A*.
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Figure 19d. Error in the retrieved
i?(443)pW(443) for viewing at the center of
the scan with a Maritime aerosol at RH =
80y0as a function of the solar zenith an-
gle with 7.(865) = 0.2 and calibration er-
rors a(443), a(765), and cr(865) in Eq. (18)
(open circles). Solid circles are for a(~i) = O
for Sll A;.
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sign at 765 and 865 nm. Note that in this case even a small calibration error (1 Yo) can make as

significant m error in PW(443) as a large calibration error (5Y0) when the signs are all the same.

As discussed above, the reason the error is so much larger when it is of opposite sign at 765 and

865 nm is that it will cause a large error in the estimated value of e(765, 865), and this will prop-

agate through the algorithm causing a large error in the retrieved water-leaving reflectance at 443

nm. In the cases examined in Figure 19, the magnitude of the errors is in quantitative agreement

with that predicted by Eq. (19).

As the goal for the calibration of the relevant ocean color bands on MODIS is that Lt have

an uncertainty of < +570, and Figures 19c and 19d show that such an error (even if it were the

smne in each band) would cause the error in the retrieved pW(443) to be outside the acceptable

range. Thus some on-orbit calibration may be required. This is usually termed vicarious calibra-

tion [Evans and Gonion, 1994; Fraser and Kaufman, 1986; Gonion, 1987; Koepke, 1982; Slater

et al., 1987]. It involves making surface measurements of sky radiance, ~a, pw, etc. to predict

pt within a given uncertainty. It is a very attractive method of calibration as the sensor is cali-

brated in the precise conilguration in which it is used. Using the algorithm developed by Wang

and Gonion [1993] for inverting measurements of sky radiance and ~a, Gonfon and Zhang [1996]

have shown that with a perfectly calibrated radiometer (to measure the sky radiance) it should

be possible to estimate pt with an uncertainty N 1–2% in the NIR. This uncertainty combined

with an uncertainty of the order of 2–3% in radiometer calibration would mean that pt(865)

could be estimated with an uncertainty of ~ 3.5%. Thus, in the NIR it should be possible to

improve on the 5Youncertainty of MODIS using such surface measurements.

Having achieved this accuracy in the NIR., it is a relatively simple matter to extend this

calibration with even higher accuracy to the visible, because there, proportionately more of pt

is due to Rayleigh scattering, which is known. Although a complete analysis will be published

elsewhere, the basic idea can be seen from the single-scattering approximateion. For example,

assume that it is desired to estimate pt at 443 nm. First, measurements of ~.(443)/~.(865) are

made at the surface calibration site. Then Figure 20 provides examples showing the existence of

a rough relationship between T=(443 )/~a(865) and e(443, 865) for all of the aerosol models used

in the present work. Such models provide a prediction of &(443, 865). Finally, surface measure-

ments of pW(443) are combined with pr (443) to estimate pa,(443), and thus, the MODIS-derived

&(443, 865). These two estimates are brought into agreement by adjusting the sensor calibration
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at 443 nm. As ~(Ai, A[) must be a smooth function of Ai (Figure 3), it is easy to see that with

this procedure, the residual error in all of the spectral bands considered will have the same sign.
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Figure 20. Relationship between T. (443)/Ta (865) and
e(443, 865) at the scan center with 00 = 60° for all of
the test aerosol models used in this study.

5. An alternate approach for MISR

The Multiangle Imaging Spectroradiometer [Diner et aZ., 1989; Diner et al., 1991] (MISR) is

scheduled to be flown on the first platform of EOS. MISR consists of a set of nine cameras that

view the Earth at nine angles (O, +26.1°, +45.6°, +60.0°, and +70.5°) to the Earth’s surface

normal, where positive and negative angles refer to directions ahead of and behind the spacecraft,

respectively, and in four spectral bands (Table 1). Thus, MISR will measure the radiance exiting

the top of the atmosphere in nine directions at four wavelengths. MISR has a spatial resolution

of approximately 250 m at nadir, and if the spatial resolution is degraded by a factor of four to 1

km, it will have sufficient sensitivityy to be useful for ocean color observations.

It is easy to adapt the MODIS/SeaWiFS algorithm for use with MISR. In the open ocean,

the water-leaving reflect ante at 670 nm is very small (Table 1) and can be assumed to be zero



unless the pigment concentration is too large ( ~ 0.5 – 1 mg/m3 ). Thus, one can effect an atmo-

spheric correction using the 670 and 865 run bands of MISR instead of the 750 (765) and 865 nm

bands of MODIS (SeaWiFS).

Alternatively, Wang and Gonfon [1994c] and Wang and Gonion [1994a] describe algorithms

for deducing the aerosol optical properties and concentration over the oceans from MISR data.

Their algorithms involve comparing the angular distribution of radiance leaving the top of the

atmosphere at 865 nm with the predictions of aerosol models. The model that best matches the

angular distribution is used to estimate the aerosol properties. The MISR-NIR band is chosen

for the retrievals because the water-leaving reflectance can be assumed to be zero there except in

the most turbid waters. As the Wang and Gordon [1994c] algorithm provides an aerosol model

from a set of candidates, it seems reasonable to try to use the chosen candidate model to pro-

vide an atmospheric correction in the visible. This method is more attractive than the two-band

MODIS/SeaWiFS method, as only a single spectral band (865 nm) is required, i.e., it is not nec-

essary to assume a pigment concentration ~ O.5 – 1 mg/m3.

These two methods of atmospheric correction of the MISR blue band (443 nm) me com-

pared in Table 3. As in Wang and Gonion [1994c] we examined two geometries: June 21 with

MISR positioned at 30° latitude (OO = 20°, #v – #0 = 83°, 97°) called “summer,” and Dec.

21 with MISR positioned at 34° latitude (80 = 60°, ~. – @o = 23° and 157°) referred to as

“winter.” The aerosol model used in generating the pseudo data used to prepare Table 3 was

the C80 model with 7.(865) = 0.2. For MISR, the atmospheric correction was applied to the

nadir-viewing camera, and for MODIS the correction was at the scan center (also nadir-viewing).

Note that in the Summer geometry, there is little difference between the two atmospheric correc-

tion methods, while in the Winter geometry, the MODIS correction is significantly better than

the MISR single-band correction; however, even in this case, the MISR correction technique still

yields acceptable results.

The test provided in Table 3 suggests that it is possible to atmospherically correct MISR

imagery using a single spectral band. This could be of significant value for imagery obtained in

coastal zones and large inland lakes. Near the coast, the water is often turbid due to sediments

intreduced runoff from the land or resuspended horn the bottom, The reflect ante of such waters

generally decreases as the wavelength increases from the green to red to the NIR due to the in-
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Table 3: Comparison between performance of the MISR

and MODIS (SeaWiFS ) atmospheric correction techniques

applied to MISR data. The tabulated quantity is Ap = tApW(443).

(a) Summer Geometry

Instrument 443 nm 555 run

MODIS + 3.02 X 10-4 + 1.03 X 10-4

MISR – 2.02 X 10-4 – 0.63 X 10-4

(b) Winter Geometry

Instrument 443 nm 555 nm

MODIS + 3.42 X 10-4 + 0.65 X 10-4

MISR –10.01 x 10-4 – 9.53 x 10-4

creasing absorption with increasing wavelength by the water itse~ however, for such waters, it

is often not possible to assume pW % O at 670 nm or even 750 nm; however, as long as PW x O

at 865 nm, a single-band MISR correction could be made. As the reflectance of coastal waters is

generally larger than the open ocean, the accuracy of the atmospheric correction need not be as

great as in the open ocem to obtain pW(443) within +5%. In such turbid coastal waters it also

appears possible to atmospherically correct MODIS using MISR in the following mzmner: (1) the

MISR aerosol algorithm is used to provide the candidate aerosol model for MODIS; and (2) the

MODIS 865 nm band is used along with the candidate aerosol model to correct the other MODIS

bands. Finally, combining the wide spectral coverage of MODIS (412 to 2130 nm) and the wide

range of viewing rmgles of MISR may be of considerable value in identifying the presence of ab-

sorbing aerosols. Such synergism between MODIS and MISR is only possible because they share

the same platform.

6. Concluding remarks

In this paper we have described the atmospheric correction algorithms proposed for SeaW-

iFS, MODIS, and MISR, and simulated their performance for a variety of aerosol types and con-

centrations. In addition we have examined the effects of the simplifying assumptions used in the
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original development of the algorithm, and examined several remaining issues. One goal of the

paper was to try to provide a better understanding of the nature of the weaknesses of the basic

algorithm, in order to develop plans for resolving inadequacies. Several conclusions can be made

on the basis of the work presented in this paper.

First, considering the fact that the maritime atmosphere, far from the infiuence land and/or

anthropogenic aerosol sources, is very clear, the single-scattering algorithm should be sufficient

over most of the open ocean. Since the multiple-scattering algorithm reduces to the single-scattering

algorithm in the limit of small ~.(865), one expects that this algorithm should also provide an

adequate correction in such cases. However, this will only obtain as long as the candidate aerosol

models encompass the range of variabilityy of the actual maritime aerosol.

Second, the multiple-scat tering algorithm is capable of providing an adequate correction

for higher aerosol optical thicknesses, but again, this requires a realistic set of candidate aerosol

models. If the aerosols absorb significantly, e.g., the aerosol over the Middle Atlantic Bight dur-

ing summer air pollution incidents or the dust transported by the winds from Africa over the

Tropical North Atlantic, it is absolutely necessary to restrict the candidate aerosol set to include

only members that have the proper absorption characteristics. Since proper sets may be appro-

priate only for a restricted regions, an accurate aerosol climatology will be necessary to correct

imagery in regions other than the open ocean. Such a climatology does not exist at present; how-

ever, efforts by several research groups are underway to build one.

Third, absorbing aerosols present an additional difEculty. In the case of nonabsorbing aerosols,

given a realistic set of candidate aerosol models, the multiple-scattering algorithm is shown through

simulations to be insensitive to the vertical structure of the aerosol. Thus, multiple-scattering

lookup tables prepared by solving the radiative transfer equations for a twe-layer atmosphere,

with the aerosols in the lower layer, are adequate for weakly- or nonabsorbing aerosols. In con-

trast when the aerosol shows significant absorption, the multiple-scat tering algorithm was shown

to be very sensitive to the physicaJ thickness of the aerosol layer, even if an appropriate set of

candidate aerosol models are employed. This implies that expected layer thickness must be in-

cluded in the aerosol climatology discussed above.

Fourth, the effects of the simplifying assumptions used in the development of the algorithm,

such as approximating the atmosphere by a plane-parallel medium, ignoring polarization of the
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light field in the simulation of pt, and assuming that the sea surface was smooth, were shown to

have been justfied to the extent that they introduce little error in the resulting atmospheric cor-

rection.

Fifth, the influence of whitecaps was shown to be dependent on the spectral properties of

their reflectance, i.e., on whether whitecap reflectance is similar to that measured in the surf zone

and significantly smaller in the NIR than in the visible. Thus, effort must be made to understand

the spectral reflecttmce of whitecaps and its relationship to wind speed.

Sixth, other issues such as the appropriateness of candidate aerosol models, stratospheric

aerosols, the effect of residual instrument polarization sensitivityy, the variabilityy of the in-water

radiance distribution and its influence on the diffuse transmitt ante of the atmosphere, and the

assessment of, and correction for, error in the sensor calibration are all under study.

A new atmospheric correction technique, which requires the water-leaving reflect zmce to be

negligible in only a single spectral band rather thau two spectral bands, was developed and ap-

plied to simulated MISR data. It was shown that for certain geometries this single-band algo-

rithm produced pW retrievals that were as good as the MODIS-type algorithm based on assuming

pW = O at both 670 and 865 nm. This raises the possibility of synergistically using MISR imagery

to provide the proper candidate aerosol model for correcting MODIS imagery in the coastal zone,

and to help in identifying absorbing aerosols. Application of such a technique to these EOS sen-

sors would probably require the availability of Level 1 data (calibrated and geometrically-located

radiances) at a single processing center.

Finally, based on the simulations presented here, atmospheric correction appears to be lim-

ited principally by OUIability to correctly predict the reflectivity enhancement of whitecaps,

and by the represent ativeness of the aerosol clirnatology (particularly in regions with strongly-

absorbing aerosols) that must be developed and used in the multiple-scattering algorithm. How-

ever, it should be recognized that much of the difficulty associated with the algorithm (absorb-

ing aerosols ) applies to a relatively small (altbough important) portion of the ocean. Except for

the whitecap limitation, there will be little difficulty atmospherically correcting most of the im-

agery horn EOS ocean color sensors. Given their improved radiometric sensitivityy, wider spectral

range, and radiometric calibration stability compared to CZCS, a concomitant increase in the ac-

curacy and stability of the derived products will be realized.
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7. Appendices

Appendix A. The sun glitter masking algorithm

In this appendix we provide the equations required to prepare a mask to flag pixels that me

seriously cent aminated by sun glitter. The intention is that the sun glitter mask be applied to

the imagery prior to the application of the normalized water-leaving radiance retrieval algorithm

described in the text.

The contribution to the measured radiance at the top of the atmosphere from sw glitter —

the specular reflection of sunlight horn the sea surface and propagation to the sensor — is based

on the formulation of Coz and Mwzk [1954]. In this development the sea surface is modeled as

I

Incident
Solar Ray

Reflected
Solar Ray

.-.

/“ ,,
/ “

Figure 21. Geometry of reflection from a rough sea
surface. nf is the unit normal to the facet that is
oriented properly to reflect the sunlight as shown.

a collection of facets with individual slope components z= and ZV. In a coordinate system with

the +y tis pointing toward the sun (projection of the sun’s rays on the sea surface is along the

–y axis), given the solar zenith angle and the angles 9 and @ specifying the reflected ray, the ori-

entation (~, a) of the facet normal nf (Figure 21) required for a facet to reflect suzdight in the
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direction of (0, ~) is found from the following equations

COS(2W)=

Cosp =

Cosa =

Sincy=

%==

Zw=

cos 8 cos 00 – sin Osin 00 cos #

(Cose + coseo)/2cosw

(cos @cos9 - sin8)/2 cosw sin~

(Sin(jcos 8)/2 Cosw Sinp

Sincltanp

coscltan~.

Note that for a flat (smooth) surface, # = O. Let x be the the angle between the projection of

the sun’s rays on the sea surface and the direction of the wind vector W, i.e., if x = O the wind

vector points in the direction of –y in Figure 1. x is measured positive in a clockwise direction

(looking toward the surface), i.e., if O < x <90°, the wind vector is in the quadrant formed by

the –Z and –y axes. Then, p~ is given by

m(u)
Pg(e,A~o, #o) = 4 COS(%COS6 COS4~ P(4, z;)

where p(,z~, zJ) is the probabilityy density of surface slopes given by

with

q = +. –— Cosa’ tanp/uu

a’=cx -x.
r(w) is the Fkesnel reflect ante for unpolarized light incident at an angle u, and l?i is the Herrnite

polynomial of order i. The constants UU,UC,and cij were determined by Coz and Munk [1954] by

fitting the radiance from glitter patterns photographed from aircraft to these equations. For ~

inm/s, they me
c; =

u:=
C21=

C03=

C41J=

c“ =

0.003 + 1.92 X 10-3 W + 0.002

0.000 + 3.16 X 10-3 W + 0.004

0.01 – 8.6 x 10-3 w + 0.03

0.04 – 33 x 10-3 w + .012

0.40 + 0.23

0.12 + 0.06

c134 = 0.23 + 0.41
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The contribution of pg to the reflect ante measured at the top of the atmosphere, Tpg, where

the direct transmittance of the atmosphere (Section 2), is just

[( 1 1 )1p~exp –T =+x ,

where r is the total optical thickness of the atmosphere.

The sun glitter mask uses the wind vector ~ to estimate Tpg for each p~el ~d if the esti-

mate is larger than a threshold value (to be determined) the pixel is flagged and the normalized

water-leaving radiance algorithm is not applied. As the aerosol optical thickness is unknown, the

consermtive approach is taken to maximize the =ea masked by choosing Ta = O.
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Appendix B. The MODIS short-wave infrared bands

In Subsection 4.2 it was suggested that the MODIS SWIR bands may be useful in separat-

ing situations dominated by absorbing mineral aerosols from those dominated by nonabsorbing

aerosols. In this appendix it is shown that MODIS has sufficient radiometric sensitivity in the

SWIR to justify attempting such a separation. The specifications of the MODIS SWIR bands are

provided in Table 4 in terms of reflectance for a solar zenith angle of 60°. In the table, A~Di~

Table 4: Radiometric performance of MODIS in the SWIR

Band A Pmaz NEAp APDig

(rim) (Sr-’) (Sr-’) (Sr-l)

5 1240 0.94 6.2 X10-4 2.2 X10-4

6 1640 1.88 7.2 X10-4 4.6 X10-4

7 2130 1.50 6.2 X10-4 3.6 X10-4

26 1380 1.64 7.2 X10-4 4.0 X10-4

represents the quantization interval of the 12-bit digitized reflectance. Bands 5, 6, and 7 have a

spatial resolution of 500 m compared to 1000 m for Bands 8-16 and 26. Comparing NEAp and

ApDi* suggests that averaging four 500 m pixels to fo~ one 1000 m pixel co~d reduce the eflec-

tive NEAp by - a factor of 2, particularly for Band 5. Averaging larger numbers of 500 m pixels

should lead to still lower NEAp’s.

To estimate the aerosol component of the expected reflectance in these bands, we take a con-

servative approach. We assume a mineral aerosol (strongly absorbing) with T.(865) = 0.2 and

use the single scat tering approximateion with the surface reflection terms omitted. Then for nadir

viewing and 60 = 60°,
W.(A) P.(120”, A) T.(A)

P.,(J) =
2

For the size distribution we use the Haze C model with v = 2 (the smallest Pa(120°)) as well as

the log-normal model described in Subsection 4.2. The resulting values of pa. are presented in

Table 5.

These computations suggest that Bands 5 and 6 would be able to detect aerosols with a

signal-to-noise ratio of N 20, with pixel averaging. In contrast, it appears that Band 7 would be
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useful only at higher ~a(865), or by averaging a larger number of pixels. One must note, however,

that these estimates for p., are conservative.

Table 5: Expected aerosol reflectance in the SWIR..

Values for pa, and NEAp have been multiplied by 10+4.

Band A Pas NEAp

(m) (Sr-’) (Sr-’)

Haze C Log-normal

16 865 110 103 0.8

5 1240 106 128 6.2

6 1640 68 94 7.2

7 2130 39 37 6.2
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Appendix C. Required ancillary data

There are several sets of ancillary data that are required to operate the [LW]N retrieval algo-

rithm. These are listed in Table 6. They may be needed on at most a 1° x 1° latitude-longitude

grid, but probably a coarser grid, e.g., 3° x 3° will be sui%cient considering the expected quality

of some of the data. We will now discuss each ancillary data set required.

Table 6: Required ancillary data.

Quantity Ancillary Data

The extraterrestrial solar irradiance is required to convert from Lt to pt. It is planned that

this be taken from Neckel and Labs [1984] unless newer, more accurate, determinations become

available in the future. In the event that MODIS is calibrated in reflectance units directly, this

quantity is only needed to convert [pW]Nto the desired [LW]N.

In the radiative transfer model the atmosphere is assumed to be composed of three layers.

The top is the Ozone layer and is nonscattering, the second is a molecular scattering layer and

the third is the aerosol layer. The Ozone optical thiclcness 70=(A) is needed to compute the two

way transrnitt ante of p~, PW, PWC and Pg through the Ozone layer. Since the Ozone absorption

is small (Toz ~ 0.035) high accuracy is not needed. It is estimated that an error in the Ozone

concentration of w 20 – 40 dtm–cm (Dobson Units) could be tolerated. The source will either

be MODIS itself (most convenient) or a sensor on the NOAA system.



59

The atmospheric pressure is needed to compute the Rayleigh optical thickness required for

the computation of p,. This is also used in the transmittances t and T. An error < +5 hPa

should be sufficient.

The wind speed, if known, is used in the computation of p,, otherwise p, is computed with

W = O. It is also required for the estimation of [pWc]jV.The wind vector is required for the con-

struction of a glint mask, i.e., a mask to remove areas cent aminat ed by sun glint from the ima-

gery before processing (Appendix A). The importance of creating a realistic mask is that good

data may be masked if the mask is made in too conservative a manner. An error of< 1 – 2 m/s

in the speed and < 30° on the direction should be su.flicient.

The surface relative humidity (RH) is not really needed by the algorithm; however, it could

be useful as a constraint on the candidate aerosol models chosen by the correction algorithm.

The error in the value of RH should be < A5 – 10% to be useful. The source of the data for

PO, ~, and RH will be the output of numerical weather models, probably from NMC.
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