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Key Characteristics of MODIS Data Products

E. Masuoka, A. Fleig, Robert E. Wolfe, and F. Patt

Abstract—Forty science products totaling 600 GB of storage -
volume per day will be produced from NASA’s Moderate Reso- - -
lution Imaging Spectroradiometer (MODIS). Eighty-five percent

of this data volume is in products that are in the instrument’s scan

geometry (processing Levels 1 and 2) that are not earth located.

Before ordering MODIS data products, users should consider

processing level, data formats, product size, and the unique

characteristics of MODIS products. Given the data volumes

associated with the MODIS Levels 1 and 2 products, the resources

required to process them and the issues associated with the

scanning geometry of the instrument, users are encouraged to ;

order data products that are earth located. These include Level "*"'
3 products, which are produced on fixed global grids and Level
2G products, in which observations and their earth location have
been stored in bins of the MODIS global grids.

Fig. 1. Coverage of the earth by a single MODIS instrument over a 24-h
‘period. Portions of the earth without coverage are shown as white space, and
overlapping swaths are shown in increasingly darker shades of gray as the
number of overlapping swaths increases near the poles.

Index Terms—DPata processing, image sensors, remote sensing
satellites.

|. INTRODUCTION AML1 orbit is 16 days, with a near repeat every eight days.

HIS PAPER provides an overview of science data pro@omplete coverage of the earth is achieved every two days
ucts from NASA’'s Moderate Resolution Imaging Specwhen one MODIS instrument is in orbit and every day when
troradiometer (MODIS). Topics include data formats, datsoth an a.m. and p.m. MODIS are in operation. In the latter
volumes, and unique characteristics of MODIS products. Inrase, data from one satellite will differ from that collected by
portant features to consider before ordering MODIS dathe other, due to time of acquisition as well as differences in
products, such as processing level and product size, are diee two MODIS sensors.
cussed, and recommendations are made regarding which forrMODIS is a cross-track scanning radiometer with 36 spec-

of data product is the easiest to use. tral bands covering visible, near, and shortwave infrared from
0.4 to 14.5:m. Each half rotation of the MODIS scan mirror
Il. MODIS INSTRUMENT collects a swath of data covering an area 2330-km across

The MODIS instrument will be carried onboard the Earttrack and 10-km along track (at nadir). As described in an
Observing System morning (EOS-AM1) and evening (EO%ccompanying paper [3], measurements are made at nominal
PM1) spacecraft, which are scheduled for launch in 1998 aihekm resolution for 29 of the bands, 500—m resolution for
December 2000, respectively. Both spacecraft will be placide bands, and 250-m resolution for two bands. Most land
in 705-km polar, sun-synchronous orbits. EOS-AM1 will belata products, which are made directly from the calibrated
launched in a descending orbit with an equatorial crossing tirrediances (Level 1B) data product, use finer spatial resolution
of 10:30 a.m., when there is generally less cloud cover ov&@50 and 500 m) bands, while ocean and atmosphere data
land, while EOS-PM1 will be placed in an ascending orbit withroducts are made from bands with 1-km spatial resolution.

a 1:30 p.m. equatorial crossing time to maximize information MODIS data are collected in two modes, typically with
on clouds, precipitation, and other meteorological phenomefialf the time spent in each mode. In the first mode, data
The two MODIS instruments in complementary orbits wilare collected from all 36 bands, while in the second mode,
enable scientists to collect information on diurnal variatiordata are collected only in bands 20-36. This reduction in
in observed characteristics of land, ocean, and the atmosphéata collection saves spacecraft power, storage, and telemetry
and obtain complete global ocean color measurements. Ifpandwidth as well as ground processing and storage. These
day, a single MODIS instrument will image almost every poirttvo modes of operation are referred to as day and night modes
on the earth, with small gaps in coverage from the equatorsimce the primary source of information in the visible channels,
50 latitude and overlapping coverage fromP3@titude to the which are only present in the first mode, is reflected sunlight.
poles, as illustrated in Fig. 1. The repeat cycle for the EOSome scans will contain both day and night pixels because
the MODIS swath is over 2300-km wide. When the nadir

Manuscript recelved November 17, 1997; revised March 10,1998, (centermost) pixel is in darkness, the instrument is generally
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TABLE |
MODIS ProbUCTS THAT CAN BE ORDERED FROM THE DAAC's
Software Voiume of
File ID Description Resolution that Level | Discipline Arc_h:ve Temporal | File Size Files Created per Day Data Archived
produces Site Coverage (MB)
file per Day (GB)
MOD Lo "2 hours of instrument Packets | 250m-1km| EDOS 0 Levell | GSFC | 2hours | 5850 | 12 70.20
MODOT_L1A Level 1A Raw Counts 250 m - 1 km 1 Level 1 GSFC | 5minutes | 320 288 94.75
MODO3_L1A Level 1A Geolocation Fields 250 m - 1 km 1 Level 1 GSFC | 5 minutes 57 288 16.33
MOD02_1KM Level 1B Calibrated Radiances 1km | 1km 1 Level 1 GSFC | 5minutes 221 288 63.50
MOD02_QKM Level 18 Ca“b’i‘sg d':ad'ances 20m - a50m 1 Level1 | GSFC | Sminutes | 66 288 1872
MODO2_HKM Level 18 Ca“b'?:: dSad'ances S00m - spom 1 Level 1 | GSFC | Sminutes | 57 288 16.42
MOD02_0BG Calibraled Radiances Onboard | »oo 1 1m | PGEO2 | 1 | Levell | GSFG | Sminutes | 18 288 524
T Calibrator
e Level 2 Cloud and Surface .
MOD35_L2 Classilication Masks 250m-1km | PGEO3 2 atmosphere GSFCV 5 minutes 48 288 13.71
M(?DO7 L2 Atmospheric Profiles 5km PGEQ3 2 | atmosphere| GSFC | 5minutes 28 288 8.18
MOD04_L2 Aerosol Proguct 10 km PGEO4 2 atmosphere| GSFC 5 minutes 10 144 1.44
MODO5 12 Precipitable Water 1-5 km PGE04 2 | atmasphere| GSFC 5 minutes 8 288 2.19
MODO4LA_L2 Level 2 Land Aerosol Product 18 km PGE05 2 atmosphere | GSFC 5 minutes 28 14.6 041
MODO6 L2 Cloud Product 1-5km_ PGEO6 | 2 | atmosphere| GSFC 5 minutes 35 288 10.18
MODO08_Zonal Atmospheric Tiling 1 degree PGE69 3 atmosphere| GSFC g:’glﬁz interim 36 interim
Daily Gridded T
MOD08 D Atmaspheric Product, Climate 1 degree PGES6 3 | atmosphere| GSFC 1 day 450 1 0.45
Modeliing Grid 1 degree |
Monthly Gridded
MODO08_M Atmospheric Product, Climate 1 degree PGE57 3 atmosphere| GSFC 1 month 500 1 per month 0.02
o Modelting Grid 1 degree R _
IR N 250 m and o ) )
MODOS L3 REFL 8DY 8 Day Gridded Surface Refiectance 500 m PGE21 3 land EDC 8 days 289 289 per 8 days 9.00
PRAGG . L3Aggregaton | 1km PGE22 | 3 tand EDC | 500 | inteim | 28900 interim
MOD43_BRDF_L3_16DY Gridded BRDF/Albedo 1km PGE23 3 1 lad EDC 16 day 166 289 per 16 days 3.00
16 day BRDF/Albedo, Climate
AOD43,,BRD§ ,CI\V/IGJSDX ] Modeling Grid 0.25 degree gs km ] PGE24W 73 ) tand EDC 16 day 16 1 per 16 days 0.00
MOD13_VI_16DY 16 day Gridded Vegetation Indices 250 m PGE25 3 tand EDC | 16day 1 289 per 16 days 2.00
MOD13 VI 1M Monthly Gridded Vegetation Indices 250m PGE26 3 tand EDC | 1month i 289 per month 1.00
16 day Vegetation Indices - Climate
MOD13_VI_CMG_16DY Modelling Grid 0.25 degree 28 km PGE27 3 fand EDC 1 16 days 16 1 per 16 days 0.00
Monthly Vegetation {ndices- Climate
1
MOD1?:\7/L7(317\1€517M | Modelling Grid 0.25 degree 2f{km N PGE28 3 land EDC 1 month 6 1 per month 0.00
MODIS Thermal : .
_Anomalies_L3 8DY 8 Day Gridded Thermai Anomalies 1 kmr fGEZQ | 3 land EDC 8 days ”145 289 per 8 days 6.00
MOD\s Thermal Monthly Gridded Thermal Anomalies 1km PGE30 3 land EDC 1 month 221 289 per month 2.00
Anomalies L3 1M
MODIS Land Surface B .
Temperature_L3_8DY Weekly Land Surface Temperature 1 km PGE31 ) 3 land EDC 8 days 2? N 1 per 8 days 1.00
MODIS Land Surface Daily Land Surface Temperature-
Temperature OMG DY Climate Modeling Grid 05 degree 56 km PGE32 3 land EDC | 1day 4 1 0.00
MODIS Leaf Area . .
Index_L3 DY Eeal Aréa lm,jei Daity P,del,J,m ) 1km PGE33 3 land EDC 1 day 28 289 8.09
MODIS Leaf Area "
Index_L4_8DY | 8;d:ay ljed Are? In}if)f &I—'F’Aﬁl 1 km PGE34 4 land EI?C a 8 days 28 289 per 8 days 1.00
MODIS Leaf Area 8 Day Leaf Area Index-Climate
Index_CMG_L4_8DY Modelling Grid 0.25 degree Tkm PGE35 | 4 fand Ebc 8 days 16 1 per 8 days 0.00
MODIS_NPP_DY __NPPDaiy . 1km PGE36 4 land EDC | tday
MODIS_NPP_8DY 8 Day Net L tkm PGE37 4 land EDC | 8days 28  per 8 days 1.00
MODIS _NPP_YR |  Yearly Net Primary Productivity 1km | PGE38 4 land EDC tyear | 28 289 per year 0.00
Net Primary Productivity - Climate
MODIS,NPVP CM(? BDY,,, I " Modetling Grid 0.5 degree 56 kmr ) VI?GEGQ 4 land EDC 8 days ) 4 1 per 8 days 0.00
MODIS Land Monthly Gridded Land Cover
Cover L3 32D Database 1km PGE40 3 ) I?nd ,EDC 1 month 443 ] ”289 per month 4.00
MODIS Land Quanterly Gridded Land Cover Type 1km PGE4 3 Jand EDC | 3months | 16 289 per 3 months 0.05
Cover_L3 96DY oL 7'
MODIS tand
GCover GMG, 96DY 96 day Land Cover -CMG 0.5 degree 56 km PGE42 3 ) Iarld EDC 3 months 4 1 per 3 months 0.00
MODIS Land Surface 8 Day Land Surface Temperature -
Temperature_CMG_8DY Climate Modelling Grid 0.5 degrees 56 kr“ PGES8 3 land EDC 8 days 4 1 per 8 days 0.00
MODIS Land Surface Monthly Land Surface Temperature-
Temperature CMG_1M Climate Modelling Grid 0.5 degrees 56 km PGES9 3 fand EVDC 1 manth 4 t per month 0.00
MODIS Leaf Area Monthly Leaf Area Index-Climate
Index_CMG_L4_1M Modefling Grid 0.5 degree S6km | PGEGS | 3 land EDC 1 1 month 4 1 per manth 0.00
MODIS Leaf Area Monthly Leaf Area Index-Climate
Index_CMG. L¢._32DY Modeling Grid 0.25 degree 28km PGES3 4 land EDC 1 month 16 1 per 32 days 0.00
MODIS Net Primary Yearly Net Primary Productivity-
Productivity NPP_CMG_YR |  Climate Modelling Grid 0.5 degree 56 kim s fand EDC 1year 4 1 per year 0.00
Monthly BRDF/Albedo, Climate
MOD43 BRDF _CMG_ Mor?}t\ Modelling Grid 0.25 degree 28km PGES5 3 land EDC 1 month 16 1 per month 0.00
MOD_44 14 1M Monthly Land Cover Change 250m PGEGE 3 land EDC 1 month 221 289 per month 2.00
B MOD10_L2 Snow Cover 500 m PGEO7 2 land NSIDC | 5 minutes 1 144 1.56
MOD29_L2 Sea lce Max Extent 1km PGEO8 2 land NSIDC | 5 minutes 11 144 1.56
MODO9 Surtace Reflectance/Fire 2omo0ml peett | 2 tand GSFC | Sminutes | 24 288 7.00
PRMGR L2G Geolocation Anges 1 km PGE12 | 2 fand EDC | 5minutes | 66 289.00 19

[ll. MODIS PRODUCTS temperature, may be available in more than one format,

Over 40 data products will be produced from the rawndcluding products in instrument scan geometry (Levels 1 and
MODIS data for distribution to the public, which are listed?) and products whose values are on fixed earth grids (Levels
in Table I. A given geophysical parameter, such as sea surf@&and 4). Most Level 1 and all Level 2 products are stored
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TABLE | (Continued)
MODIS ProbucTs THAT CAN BE ORDERED FROM THE DAAC's

Software . " " | Volume of
File ID Description Resolution that Level | Discipline Arcmve Temporal | File Size Files Created per Day Data Archived
produces Site Coverage (MB)
fite per Day (GB}
PRMGPNYR 126G Pointers 20m.S0m poEtz | 2 land EDC | 5minutes | 42 289.00 12
PRMGR 2G Surface Reflectance Bom 30m peets | 2 fand EnC 1 day 422 289 121.96
PRMGR Levet 2G Thermal Anomalies 1 km PGE13 2 land EDC 1 day 21 578 12.27
PRMGR Level 2G Snow 500 m PGE14 2 land EDC 5 minutes 31 289 interim
PRMGR Level 2G Sea lce 1km PGE15 2 land EDC 5 minutes 21 289 interim
MOD11 Land Surface Temperature 1km PGE16 2 land EDC 5 minutes 24 288 7.00
MOD10_L3 DY Daily Gridded Snow Cover 500 m PGE43 | 3 | land NSIDC | 1day 11 354 4.00
MOD29_L3 DY _ Daily Gridded Sea Ice 1km PGE44 | 3 land NSIDC | 1day 8 130 1.00
MOD10_L3_8DY | Weekly Gridded Snow Cover 500m | PGE45 3 land ! NSIDC 8 days 23 354 per 8 days 1.00
MOD10_CMG_DY Snow_CMG-Dally |  28km PGE4S | 3 fand NSIDC | 1day 2 | [ 2.00
MOD29_L3 8DY _Weekly Gridded Sea |ge Caver 1km PGE47 | 3 fand NSIDC | 8days 2 130 per 8 days 0.20
MOD29_CMG DY |  Weekly Gridded Sea tce Cover 28km | PGE4s | 3 land NSIDC daily 2 130 per 8 days 0.20
MOD10_CMG_8DY thﬂi?gﬁ{ifg”g";’ifggggf:f 28km PGE67 | 3 land NSIOC | 8 days 16 1 per 8 days 0.00
MOD29_CMG._8DY Weekly SGenz'g_ez'g'ggg:ze"”"de”'”g 28%m PGESS | 3 land | NSIDC | 8days 16 1 per 8 days 0.00
ocncoloriw B Level 2 Ocean Color 1km PGE09 2 ocean | GSFC | 5minutes 149 144 2148
ocncolordr2 Level 2 Ocean Color _1km PGE0Y 2 ocean GSFC | 5minutes 139 144 19.97
ocncolordrt Level 2 Ocean Color 4 1km PGE09 2 _ocean GSFC | 5minutes 160 144 22.98
ocncolor_sb Ocean Color Space Binning |~ 4.65km PGE0% 2 | _ocean GSFC | 5minutes | interim 144 ) interim
sst_ Level 2 Sea Surface Temperature 1km PGE10 | 2 ocean GSFC | 5minutes 42 288 i 12.06
_sst_sb __Sea Surtace Temp. Space Binnin 4.65 km PGE10 | 2 | ocean GSFC | §minutes | interim 288 interim
MOD27_L3 WK | Weekly Gridded Ocean Productivity |  4.65 km PCE1E | 4 ocean | GSFC | 8days 1620 | 1 per 8days 0.20
MOD27_L3 YR | Yeary Gridded Ocean Productivity 4.65 km PGE18 | 4 ocean GSFC lyear | 3280 1per8 di{ys | 0.41
mtbin L3 interim daily ___485km PGE20 3 ocean GSFC 1 day interim 1 per day interim
mibin _i__ L3interim weekly time binner 465 km PGE49 | 3 ocean GSFC 8 days interim 1 per 8 days interim
mtbin Time Binner 3 week Reference File 4.65 km PGE50 3 ocean GSFC 24 day interim 1 per 8 days interim
mfill Fill Bins in 3 week Reference File 4.65 km PGE50 3 ogean GSFC 24 day interim 1 per 8 days interim
[p1..p12]_ oclw_dy Daily Ocean Color 4.65 km PGES3 3 ocean GSFC 1 day 620 12 7.44
[p13..p23]_ocdr2 dy Daily Ocean Color 4.65 km PGES3 3 ocean GSFC 1 day 620 1 6.82
[p24..p36) ocdrl_dy Daity Ocean Color 4.65 km PGES53 3 ocean GSFC | 1 day 680 13 8.84
sst_{d1...n2}_dy Daily diiaafsgasieg;e;‘ggdi:‘s”e 2| 465km | PGES3 | 3 ocean | GSFC 1 day 620 4 248
Ip1..p12]_oclw_wk Weekly Ocean Color 4.65 km PGE54 3 ocean GSFC 8 days 620 12 per 8 days 0.93
[p13..p23]_ocdr2_wk Weekly Ocean Color 4.65 km PGE54 | 3 ocean GSFC 8 days 620 11 per 8 days 0.85
[p24..p36] ,ocdr1_wk Weekly Ocean Color 465km_ | PGE54 3 ocean GSFC 8days | 680 13 per8days 1.11
sst_[d1...n2}_ wk W%k:jya?‘; 5;’:;&1‘?; d‘L‘Z’gum' 2| 4g5km | PCESA | 3 ocean | GSFC | 8days 820 4 per 8 days 031
- \
: | |
Single
estimate for
combined
products

in granules that are derived from approximately 5 min aind NOAA’s National Snow and Ice Data Center (NSIDC),
continuous instrument data. These granules contain data frBoulder, CO, which archives and distributes snow and sea
approximately 200 swaths and cover approximately 2330-kige products. To produce all MODIS products requires that
across trackx< 2000-km along track. File sizes of individualthe computer systems at the DAAC’s maintain a combined
MODIS products range in sizes from 1.6 MB for a vegetatioprocessing rate of six billion floating point operations per
indexes product to 680 MB for an ocean color product.  second and support I/0O rates over 100 million bytes per
The pl’OdUCtion of MODIS data pI‘OdUCtS from the receipt @econd_ During an average day at the DAAC’S, over 4000
the raw instrument data to Levels 3 and 4 gridded productsNfODIS jobs will run and process over 17 000 files to produce
a complex undertaking. More than 70 separate MODIS uniqdgta products that require a storage volume of 600 billion
computer programs, which comprise more than 1-million linasytes in the data archive. These DAAC'’s will be capable of
of Fortran and C code, have been integrated into processHigtributing more than 1 trillion bytes of MODIS data products

packages called Product Generation Executives (PGE'’s) frefthe scientific community each day once full production
software provided by individual scientists. These PGE’s wilapability is reached.

run in three EOSDIS processing centers know as DistributedAll MODIS data products are written in HDF-EOS, a
Active Archive Centers (DAAC's). These DAAC's, whichsuperset of NCSA’s Hierarchical Data Format, which was
process MODIS data sets, are located at NASA’'s Goddaddveloped to support the storage and display of data in an
Space Flight Center, Greenbelt, MD, which archives and digistrument swath or in global grids. While the at-launch ver-
tributes all MODIS Level 1, atmosphere and ocean productipn of EOSDIS will only support subsetting for the MODIS
the United States Geological Survey's (USGS’s) EROS Dattavel 1B (calibrated radiances) product by band, the additional
Center, Sioux Falls, SD, which archives and distributes all lamdpability to subset MODIS products based on geographic
products, with the exception of snow and sea ice productmordinates and geophysical parameters will be available in
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EOSDIS in late 1999. Until this additional subsetting capabithe metadata for the granule, is all that is needed to located
ity is available, it is important to realize that, when we orddandividual samples to within several kilometers (usually within
a MODIS data product for a specific area of the earth, tl#ekm over ocean and 2-10 km over land, depending on terrain
entire file comprising a 5-min Level 2 granule or ax11° and scan angle).
Level 3 tile will be shipped even if only a small portion of the The earth location algorithm uses earth ellipsoid and terrain
file overlaps the user’s area of interest. The size in millions efirface information in conjunction with spacecraft ephemeris
bytes (MB) of a file for each product is presented in Table &nd attitude data, and knowledge of the MODIS instrument
It is also important to note that data sets for a product ag@d EOS satellite geometry to compute the geodetic position
not mosaicked together at the processing site, and orderingaditude, longitude, and height above the earth ellipsoid),
day’'s worth of products for the entire globe can result in asirface-to-satellite direction (zenith angle and azimuth) and
many as 288 separate files at Level 2 and 354 separate fil@sge, and solar zenith angle and azimuth for each MODIS
at Level 3 for each product ordered. spatial element. Spatial element means the ground field-of-

In addition to ordering MODIS products, we may also obtaigiew of a nominal 1-km nadir resolution MODIS detector.
the MODIS software that runs in the EOSDIS productioymoDIS actually makes one measurement for each of 29 1-km
system to produce them. Potential users of the operatioRgéolution bands, four measurements for each of five 500-m
MODIS software should be aware that a Science Data Proceggnds, and sixteen measurements for the two 250-m resolution
ing (SDP) Toolkit and HDF libraries have been incorporateghnds for each spatial element. These individual measurements
into the MODIS software to isolate it from the underlyingare nominally aligned to the individual spatial element. How-
operating system to make it portable across different comyer, since the alignment is not perfect, a set of parametric
puting platforms. The use of these libraries has altered thgyations and a table of subpixel corrections for each detector
MODIS software such that it will not run in a UNIX systemi, each wavelength band is included in the geolocation data
without the ac_:ldmonal libraries and their conflgur.at}on .f'lesproduct to capture the effects of detector-to-detector offsets
Furthermore, in the software’s current form, modifying inPW g permit calculation of the locations of the centers of the
or output files or I/O routines requires a knowledge of HDbgg_ ang 500-m picture elements. A complete description of
and an understanding of the SDP Toolkit. the geolocation process is provided in the MODIS Level 1A
Earth Location theoretical basis document [10].
A Level 1 Products The accuracy of the geolocation process is dependent on

the following four inputs:
Level 1 products are instrument counts, calibrated re—elg knowledge about the location of the EOS spacecraft;

flectances, and geolocation data. These data are present knowledge about the attitude of the EOS spacecraft;
at full instrument resolution and arranged in time order as the3) knowledge of the pointing position of the MODIS in-

detector samples are collected. strument relative to the EOS spacecraft; and

Generation of MODIS products begins with the receipt of . i
the spacecraft telemetry data by the EOS Data and Operation‘sl) Egr(?wledge of the earth surface at the point of observa

System (EDOS), where it is processed to remove telemetr , i i
artifacts, place packets in correct time order, and remo§/r ere are both time constant biases and variable terms as-

duplicate packets. EDOS then assembles and transmits $Rg!ated with each of these inputs. Operational MODIS ge-
spacecraft data in 2-h blocks to the GSFC DAAC. At thalocation processing will include collecting ground control
DAAC, this 6-GB Level 0 instrument data file is read byPOint matching data for a limited set of the overall data set.
the MODIS Level 1A software, which unpacks the binary hese ground control points will be analyzed in an off-line
data containing 12-bit MODIS observations and formats eagtistical process to determine the bias terms in the ongoing
observation as a 16-bit integer and breaks the 2-h inst@eolocation process. Once these analyses are completed, the
ment data file into 5-min granules. Each 5-min granule sperational geolocation algorithm will be adjusted to eliminate
the Level 1A product contains over 200 million individuathe bias terms. Prelaunch expectations are that the initial bias

radiance measurements and requires 330 million bytes @@mponent of the error may be on the order of 1-2 pixels
storage. and that this will be identified and reduced to an insignificant
Earth location and related spatial information are generatt@yel within the first several months of processing. Once
as part of the initial processing for each granule of data. THi¥S is done, current estimates [6] are that there will be
information is needed to understand the location and viewiggproximately a 0.1 pixel (100 m at nadir) two-sigma error
geometry for the individual elements of every Levels 1 an@ locating individual spatial elements. This level of accuracy
2 product. Rather than duplicate and store this information igsa requirement from MODIS land science team members
part of every product, it is provided as a single, stand aloméo need it in to make accurate comparisons between multiple
data set. This means that to accurately earth-locate the pixgagées for the purpose of mapping land cover and identifying
of a Levels 1 or 2 data product, we must also obtain tHand cover change.
geolocation file for each granule. For some uses, we may no#s described above, MODIS generates a simple rectangular
need to determine the earth location of each pixel to withinaaray of pixels generated in time sequence by the scan mirror
few hundred meters. In these instances, a parametric fit basetation and spacecraft along-track motion. At first blush, it
on the corner coordinates of the granule, which are carriedviould seem as if this data could be laid down directly on an
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Fig. 2. Pixel growth and overlap between adjacent MODIS scans is illus
trated. At 53, the first and third scans completely overlap the second sca
and pixel size has grown from £ 1 km (at nadir) to 4x 2 km.

image screen to provide a simple visual display of the datz
However, the actual viewing geometry is substantially morg
complex than this. At nadir, a nominal 1-km pixel has dimen-|
sions of 1x 1 km, but as the scan angle increases from nadi
the pixel dimension grows until at either end of the scan a pixd
is approximately 4.8-km across tragk2-km along track. (The
500- and 250-m nominal pixel sizes increase proportionally t
2.4 x 1-km and 1.2x 0.5-km across and along track.) Becausd
pixel size increases with swath angle, a single swath cove
10-km along track at nadir but expands to cover 20-km alo A . . .

. . . 3. Across-scan compression (most easily seen in the shape of the Great
track at the end of the scan. This bowtie-shaped area on tfiRes) and sun glint (off the coast of Florida) are illustrated in this synthetic
ground overlaps the swath above and below it, as showniirge of MODIS band 5.

Fig. 2. In fact, at scan angles greater thai 25pixel in the
first row of the second swath is not as far down track as tho$ethe Level 1A product. The Level 1B software produces the
in the last row of the preceding swath. This overlap increas@dlowing five separate products:
rapidly, and at the edge of a scan pixels in the first row of 1) calibrated radiances from 250-m bands;
the second swath are adjacent to pixels in the sixth row of2) calibrated radiances from 500-m bands;
the preceding scan and above pixels in the seventh througl3) calibrated radiances from 1-km bands in day mode (this
tenth rows of the preceding scan. Because of this overlap, the product also contains radiances from the 250- and 500-m
same feature on the earth may appear in several scan lines of bands that have been aggregated to 1 km),
a MODIS scene if it occurs in a region seen near either edged) calibrated radiances from 1-km bands in night mode; and
of the MODIS swath. This is not a flaw in the data, it is the 5) data from the onboard calibrators.
way the instrument was designed. However, it does mean tif&e day-mode calibrated radiances were split into three prod-
great care must be taken in interpreting data that are preseniet$ to reduce unnecessary data staging during production in
in time order of observation. The cross-scan compression dhe EOSDIS and enable users to select a collection of bands
to pixel growth can be seen in Fig. 3, a synthetic MODIgther than the full 36. Since many ocean and atmosphere
image of an orbit crossing over the eastern United States gndducts use only the 1-km bands and the first seven MODIS
Canada. Most users will find that either Level 2G data, whidiands of 250- and 500-m resolution data account for more than
have been reorganized to be presented on a spatial grid basi$ of the data volume of day-mode calibrated radiances, the
[15], or Level 3 data, which have been resampled in spaoption to order a subset of the total bands can significantly
and or time, will be much more convenient for their use. It ireduce the data volume that we will receive when ordering
recommended that users order samples of Levels 2, 2G, a@DIS calibrated radiances.
3 data and come to a full understanding of this issue before
ordering large volumes of Level 2 data products. B. Levels 2 and 3 Data Products

Level 1B calibrated radiances data products are producedA brief overview of the production process for producing
from the unpacked but uncalibrated instrument observatiok&ODIS Levels 2 and 3 products follows. Level 2 products are
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Fig. 4. Processing flow at the GSFC DAAC for Level 1 and atmosphere products.

derived directly from the Level 1 products and have observa-The two remaining Level 2 atmospheric products provide
tions at the same locations and resolutions as the Level 1 diaf@armation about aerosols and cloud properties. The MODIS
products. Level 3 ocean and atmosphere products are produaerbsol product contains atmospheric aerosol optical thickness
from Level 2 products by mapping Level 2 observations intand size distribution globally over oceans and land and is
global grids of 1, 5, and 18-km resolution. Land data productisst produced using 250-m, 500-m, and 1-km MODIS bands.
go through an intermediate step that involves storing all valuéee MODIS cloud product algorithms use infrared and visible
from Level 2 land product in bins that correspond to the Levelnds to determine cloud properties, including cloud optical
3 global grid cells [15] to produce a family of intermediatehickness, cloud particle size, cloud top temperature and emis-
products known as Level 2G data products. The Level 28vity, cloud top height, and cloud particle phase (ice versus
products are used in turn by land Level 3 processing softwamater.)
to make global-gridded land data products. Cloud properties from the Level 2 products are aggregated
1) Atmosphere ProcessinglODIS atmosphere productsinto 10-km pixels on two different Level 3 grids, which are
are produced by a series of Levels 2 and 3 processes, all dascribed in a subsequent section of this paper. The Level 3
at the GSFC DAAC. The processing flow for the atmosphedaily aerosol over land is produced on an 18-km POLDER
products is presented in Fig. 4. The first step in producimgid, while the Level 3 daily gridded atmospheric product is
Level 2 MODIS products is to determine the locations gfroduced on a°LClimate Modeling Grid. The monthly Level 3
clouds and cloud shadows. This is done in the MODIS clowgtidded atmospheric product is produced by taking the average
mask process, which inputs Level 1B calibrated radiances asfdthe observations in each cell of the gridded daily products
geolocation and uses spectral tests in the visible, near-infraregjghted by the number of observations in each cell.
and infrared channels to flag each pixel as cloudy or clear. The2) Land Processing:Almost 50 separate processing steps
mask product provides a 6-byte set of flags for every 1-kare required to produce the MODIS land products and aggre-
field of view. The flags indicate whether a pixel is cloudy ogate them into various gridded and resampled forms in which
clear, and if marked as clear, the probability66, >95, or they can be ordered [7]. The Level 2 and 2G land processes
>99%) that it is clear. Additionally, the cloud mask has flagain at the GSFC DAAC, and their processing flow is shown
that indicate whether the radiance data suggests that a pixeFig. 5. Level 3 snow and sea ice products are produced at
is over water, land, mixed (on the coast), or desert, contaitie NSIDC DAAC (Fig. 6) and the remaining land products
snow or ice, is in cloud shadow, or has sun glint. (Note thate produced at the EDC DAAC (Figs. 7 and 8).
the cloud mask deals only with the presence or absence of.evel 2 land products include surface reflectance, thermal
clouds. Information about cloud properties is generated inamomalies, snow cover, and sea ice distribution. These prod-
subsequent cloud properties processing step described belawty are input to Level 2G PGE’s, which produce gridded
MODIS atmospheric profiles are produced from Level 1Bevel 2G products from each Level 2 input [15]. Subsequent
calibrated radiances and the cloud mask. These profiles hevel 3 software selects the “best” pixel or set of pixels (based
produced globally for clear sky only and include an estimate of criteria optimized for the particular Level 3 parameter) from
total column tropospheric and stratospheric ozone, atmosphetgch to derive the value for each grid cell. Having all values
profiles of moisture and temperature, atmospheric stabilifigr a Level 2 land product already placed in the appropriate cell
indexes, and total tropospheric column water vapor. Tl the Level 3 global grid enables other researchers interested
atmospheric profiles product provides subsequent MODIS laimdcreating new Level 3 land products to focus on algorithms
and ocean algorithms with critical inputs for atmospherim processing these observations rather than collecting and
correction of observed radiances. organizing them into the correct grid cells. Of the four products
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Fig. 6. Processing flow for snow and ice products the NSIDC DAAC.

above, surface reflectance and thermal anomalies will bells for several products at once and use this information
archived and distributed in the Level 2G format as willo organize the Level 2 observations into grid cells than it
two supplemental data sets that contain information abowbuld be to compute the intersection of sensor and grid cell
the intersection of each sensor observation and the LevefaB each product in the individual PGE’s. MODIS atmosphere
grid cells. The Level 2G product format is unique to landnd ocean processing software does not use intermediate Level
processing and was adopted because it is more efficient2t8 products because there is only one atmosphere and one
compute the intersection of sensors observations and grodgan Level 3 PGE that reads the Level 2 products.
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Two Level 2 and 4 Level 2G products produced at theover change due to forest clearing and urbanization through
GSFC DAAC are transferred to the EDC DAAC for archivatlifferences in local spatial texture, sudden appearance of
and distribution to the public and/or as inputs in Level 3 datmear features, and differences in red and infrared reflectance
production. The Level 2G surface reflectance product is uskédtween successive dates. The second product, land-cover
to produce Level 3 surface reflectance, which is an importascttange at 1-km spatial resolution, will identify changes in the
input to leaf area index (LAI) and photosynthetically activd7 classes of land-cover in the Level 3 land-cover product us-
radiation (FPAR), net primary productivity, and vegetatiomg a multitemporal and multispectral change vector approach
indexes. Daily Level 3 land surface temperature from the identify those changes that result primarily from interannual
GSFC DAAC is used to generate a weekly Level 3 landariation in climate. The magnitude and direction of the change
surface temperature product, which is utilized with a varietyector indicate the type and intensity of the land-cover change
of other land products (snow, albedo, and vegetation index¢8), [9]. The complex product dependencies in the land data
to produce the Level 3 land-cover product. Two globaproduction are illustrated in Figs. 7 and 8.
gridded MODIS products record land cover change. The first3) Ocean ProcessinglLevel 2 MODIS ocean products are
is 250-m land cover conversion, which will detect abrupt langroduced from sea surface temperature and ocean color PGE's
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at the GSFC DAAC [4]. The separate Level 2 products ameould simplify processing and comparison between geophys-
then processed by common gridding and compositing routineal parameters. However, each of the major discipline groups
to produce the Level 3 gridded ocean color and sea surfasgoported by MODIS (atmosphere, land, and oceans) have fun-
temperature product suites. The ocean processing flowdismentally different spatial resolutions and substantial heritage
depicted in Fig. 9. with unique processing grids. In addition, the products for use
The Level 2 sea surface temperature (SST) process produgesiimate models and polar studies have unique, inconsistent,
two sea surface temperature products, each with day and nighéiding requirements.
files. The Level 2 ocean color process produces 36 separat@n integerized sinusoidal projection, storing data at or near
geophysical parameters grouped into three files, which cg@ instrument's spatial resolution, was selected to satisfy
be ordered separately. These parameters include chloropfydst of the MODIS user community’s diverse needs. MODIS
concentration, suspended solids and water leaving radianggg produces parameters requested by the climate modeling
Thg output from these processes are mapped into global gr(i,‘éﬁnmunity in a coarse resolution, equal-angle geographic
during subsequent Level 3 processing. _ map projection. Two products, snow and sea ice cover, will
Level 3 processing takes Level 2 product files for a day apgh hroduced in the EASE-Grid to address the needs of the
composites them into a global grid to produce an interim dailyjenrists studying high latitudes and the poles. Land software
product. The interim product has missing values where Clougls,yiten so that it could also produce products in the Goodes
obscure the surface and at the equator where scans do B0t ,|sine projection [12] to allow comparisons to heritage
overlap. In the next processing step, missing values are fllls ducts produced by the Advanced Very High Resolution

by computing a value for them based upon the last three Le¥§ diometer (AVHRR) Pathfinder program, although this will

:ée\:\(l:ievl;lgglfessté:i—;?(:;ezgt'ggr;'lit': dtr;grLtﬁ\éecl)s’sgilllgtizrr?sdlijnch()t be produced on an operational basis at the time of launch.
P “he spatial resolution of the MODIS Level 3 products varies

Level 3 daily files and stored in the Level 3 weekly products ith the highest resolution for land products, an intermediate

for sea surface temperature and ocean color. At the end of the e .
r8§olut|on for ocean products, and a coarser resolution for

ocean processing chain, a weekly ocean productivity produ : . .
is produced from the weekly sea surface temperature prodﬁHPOSphe”C products. MODIS used integer multiples of reso-

and the chlorophylt fields in the weekly ocean color product. utions when possible to allow the possibility of using simple
algorithms for comparing quantities at different resolutions.

1) Integerized Sinusoidal GridThe Integerized Sinusoidal
C. Level 3 Product Formats Grid is the primary grid used for MODIS. Except for the

Level 3 products have been resampled in space and/or tifighate modeling grid products, all MODIS products are
and are projected onto an earth-referenced grid. The valuePgpduced in this grid. It was first recommended for use by
a geophysical parameter is calculated for each cell in the gR@ssow [11]. It is used by the International Satellite Cloud
for a specified time period, and that time period varies from@imatology Project (ISCCP), by the Oceans Pathfinder and
single day to an entire year. The period of the ground track 88aWIFS projects [5], and by the POLDER community.
the MODIS satellite is 16 days, with a near repeat every eightThe integerized grid begins with a sinusoidal map pro-
days. As a result, many MODIS products are produced g¢ection, and at each latitudinal row of the grid, calculates a
eight- and 16-day cycles rather than weekly and semimonth$mall adjustment to the cell’s angular width so that there are

Selection of a gridding scheme for MODIS products waan integral number of cells covering the entire 360 that
influenced by several factors. A common gridding systetatitude band. Grid cells within a row in the new grid all have
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the same area, but there is a small difference (up to 0.5%)
area between any two rows. Each row is like a row of bricks
in which each cell may be offset from the cell below it by up
to 1/2 a cell width.

Oceans data are stored in this grid at a resolution of 4.
km (2.5 arc-min at the equator). This grid is nested with the
SeaWiFS 9.2-km (5 arc-min at the equator) grid. The ocean: =
parameters are stored in a single dimension array. This is do
storing only those grid cells that contain ocean data, adjustir
for row length differences and storing each row end-to-enc
from west to east starting at the south pole. Storing ocean dawa
as a one-dimensional (1-D) array with land cells removed dog. 10. Distribution of land tiles used for processing Level 3 products is
not easily lead itself to displaying global images of MODIShown. Each gray or white tile is a cell of a 2010° integerized sinusoidal

. d, which contains land or at high latitudes, sea ice.
ocean products. Therefore, the user ordering Level 3 MODIS
ocean products will need to obtain a mapping utility as well , L
to display them. A utility developed by the MODIS oceargd9 tiles. However, thgre are two exceptions, snow, which is
team, map, which projects a Level 3 ocean product into af de for all 354 land tiles and sea ice, which is made for 109
of 30 map projections and produces images of a user-specifilge OVer frozen ocean from S(atitude to the poles.

size, will be available from the GSFC DAAC. Since the data 2) Polar Qrids: The snow and sea ice cover products are
volume of the Level 3 daily and weekly ocean product jalso stored in Lambert Azimuthal Equal Area grids, centered

as much as 680 MB per file and the volume of a 1024 at each pole. These grids are based upon the EASE Grid [1],

1024 image for a single parameter produced by map is orfyg"id commonly used by the polar community. The snow and
1 MB, users may wish to request that images for paramet&i2 i€ products are also produced in the integerized sinusoidal

of interest be produced at the GSFC DAAC and the resultiiggolection for easy comparison with other land and ocean

files be shipped to them via the Internet rather than obtainiRgR9ucts: .
the entire Level 3 product. Snow cover products are stored at 500-m resolution, and

The land products are stored at three different resolutiold€ Se@ ice cover products are stored at 1-km resolution. The
230 m (7.5 arcsec at the equator), 460 m (15 arcsec), oy ducts are also d|V|de_zd |r_1to AGquare tiles. Snow cover
920 m (30 arcsec). These grids are commonly referred to ducts in the polar grid will extend down from either pole
the 250-m, 500-m, and 1-km grids, respectively, since tha 4@ _Iatltude. Sea ice cover products only extend down to
are fairly close to these resolutions. The grid cells are nes Iatlt_ude. i i i
starting from the 920-m resolution. They are stored in a regulg‘r?’) Climate Modeling Grid: Gridded data that are useful to

array by centering the rows of grid cells around the centrgl® climate models are also produced at a coarse resolu_tion
meridian and adding fill values at the end of each row. 0.25, 0.5, and ), equal-angle geographic projection. This

The daily land aerosol product is stored in this grid at %“d is one that was prop_osed to be u“se.d by the EO.S corr_1rr3u-
resolution of 18.5 km (10 arc-min at the equator). This gria'ty for standard production of these “climate modeling grid

is also used by the POLDER community at a finer resolutiolq.rOduCtS [13].
The POLDER grid has an even number of grid cells per row,
unlike the land product grid, where a row may contain an
even or odd number of grid cells. Additional information about MODIS products and software
For atmosphere and ocean products, a single file covers taa be found on the World Wide Web (WWW) at several sites.
entire earth and contains one or more geophysical parametéis MODIS site at http://modarch.gsfc.nasa.gov/MODIS/ pro-
such as cloud top temperature, cloud particle size, and cloddes an overview of the MODIS sensor, an annotated direc-
particle phase. These files range from 8 to 1600 MB iory of the MODIS Science Team, and links to other relevant
size. MODIS land products, however, are presented at mudi©DIS sites. A detailed description of the theoretical basis of
finer spatial scale and are much larger than the ocean a&ath MODIS algorithm is available at the EOS Project Science
atmosphere products. To keep them under 2 GB per file a@ffice WWW site http://eospso.gsfc.nasa.gov/. The DAAC,
reduce the resources required to generate an individual produbich will process, archive, and distribute MODIS data sets,
file, land products are produced and archived as tiles that coeach have sites from which we will be able to order both data
a 1100x 1100 km (10x 10° at the equator) portion of the products and the science software that produced them. The
earth’s surface. Fig. 10 shows the distribution and size of thiRL for each DAAC is as follows:
354 land tiles on the globe. Since the EOSDIS system at- GSFC DAAC

IV. WHERE TO FIND ADDITIONAL INFORMATION

launch does not support subsetting or merging of product files, http://daac.gsfc.nasa.gov/DAABOCS/

the tile is the basic unit we will order for Level 3 land products. gdaachome.html

Individual tiles range in size from 2 to 420 MB, depending on EDC DAAC

the product and the number of tiles for a product depends on http://edcwww.cr.usgs.gov/landdaac/landdaac.html

the area it covers. Initially, most land products are made within NSIDC DAAC
a limited band of latitude between 80l and 60 S and cover http://www-nsidc.colorado.edu/NASA/PODAG/.
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Finally, to learn more about the EOSDIS system, begin witho]
the EOSDIS Core System site at: http://ecsinfo.hitc.com/.

Other sources for information about the MODIS instrumerg,
and its data products include the 1995 MTPE/EOS Reference
Handbook [2], which describes the instruments that will fly on
spacecraft of the EOS, and the 1997 MTPE/EQOS Data Products
Handbook [14], which describes the data products that will b&l]

produced by the EOS instruments.
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