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STATUS OF THE MODIS DATA SYSTEM PHASE-B STUDY

I. Aum st Deliverables

A) CDHF Operations Concept: Reviewed with Lee Kyle on
September 1 and to be presented at the September 2 MODIS Data
System Meeting.

B) Level-2/3/4 Data Processing Operations Concept:
Reviewed with Lee Kyle on September 1 and to be presented at
the September 2 MODIS Data System Meeting.

c) Preliminary MIDACC Operations Concept and Requirements:
To be reviewed with Daesoo Han on September [ ] and presented
at the September 9 MODIS Data System Meeting.

D) System Performance Requirements: Appropriate sections
to be reviewed with Lee Kyle, Dick Stonesifer, Brian Markham,
and Jim Ormsby and presented at the September 9 MODIS Data
System Meeting.

E) MIDACC External Interface Report: Concepts, understand-
ing, and questions to be reviewed at meeting with Gene Smith
on September 2 and presented at the September 9 MODIS Data
System Meeting.

II Se~tember Deliverables

A) Draft Functional Requirements Document: Preliminary
version under review; to be presented to the MODIS Instrument
Team on September 8, revised to reflect reviews, comments and
criticisms, and delivered at the end of September.

B) Preliminary MODIS Calibration Plan: Drafts have been
circulated to Daesoo Han, Brian Markham, John Barker, and
Bruce Gunther; following revision, to be presented at the
September 22 MODIS Instrument Team Meeting and delivered at
the end of September.

c) MIDACC Data Flow Report: Bubble diagrams and data
dictionary presently under development; to be reviewed with
Daesoo Han, Lee Kyle, Dick Stonesifer, Brian Markham, and Jim
Ormsby and delivered at the end of September.

D) DADS Operations Concept: To be reviewed with Dick
Stonesifer and delivered at the end of September.
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A IIFIRST-CUTIIAT MODIS DATA STORAGE AND PROCESSING REQUIREMENTS

1.

2.

3.

4.

50

6.

7.

8.

9.

MODIS data rate: 9.23 Megabits/second (assume no oversampling)

Data Level Path Lenqthl Data Factorl Data Volume

Level-O 3 1.1 x Raw 0.88 Terabits/day
Level-lA 8 1.1 x Level-O 0.96 Terabits/day
Level-lB 12 1.0 x Level-lA 0.96 Terabits\day
Level-2 20 2.0 x Level-lB 1.93 Terabits/day
Level -3 30 .15 x Level-2 0.29 Terabits/day
------ ------ -----
lFrom EosDIS Baseline Report May 26 Draft.

24 hours of data will be processed within 8 hours.

Reprocessing will occur at twice the normal processing rate.

Processor utilization will not exceed 70%.

Maintenance, near-real-time, browse, developmental, and other

activities may add 40% of additional processing requirements.

Constraints 3-6 require a contingency factor of 6 in proces-

sing capacity.

Basic Contingency
Processing Processing

Data Level CaDacitv Capacity

Level-lA 89 MIPS 536 MIPS
Level-lB 134 MIPS 804 MIPS
Level-2 447 MIPS 2,680 MIPS
Level-3 100 MIPS 603 MIPS
------ -- -------- ----------
Total 770 MIPS 4,624 MIPS

Store 1 week of data for processing on line.

10. Store 2 weeks of data for reprocessing on line.

11. Store 2 years of data off line (except for Level-O).

12. Store 1/2 year of data off line for reprocessing.

13. On-Line Off-Line
Storage Storage

Data Level Capacity Capacity

Level -0 2.3 TBytes
Level-lA 2.5 TBytes 110 TBytes
Level-lB 2.5 TBytes 110 TBytes
Level-2 5.1 TBytes 220 TBytes
Level-3 0.8 TBytes 33 TBytes
------ -- ---------- ----------
Total 13.2 TBytes 473 TBytes



14. As we consider the MODIS data system architecture and system

specifications, our task is to refine the rough estimates of path

length, data volume (“factors”), and the amount of contingency

allowance. The numbers outlined above provide a first very rough

cut at the processing and storage requirements for the MODIS data

system, which will be updated as we learn more about the proces-

sing algorithms to be applied to the MODIS data.





Assm complete processing of 24 hours of data in 8 hours --> factor of 3

Assune reprocessing is performed at 2 X processing rate during remaining 16 hours

Assume processor ut i 1 i zat ion is 70%

Assune 40% additional resource requirements for browse, near- real -time, maintenance, and other operations

Resuttant multiplicative factor is (24/8) ● 1.4 / .7 = 6

MIPS necessary ❑ Path Length * Bit rate (Mbps) * Multiplicative factor; Bit rate = Daity data volm / 86,400

MDOIS. N Data Processing Requirements MODIS-T Oata Processing Requirements MDDIS Tota[ Data Processing Requirements

Leve[ -1A Oata Processing

Path Len: 8 MIPS: 341

Level- 16 Data Processing

Path Len: 12 MIPS: 511

Level -2 Data Processing

Path Len: 20 MIPS: 1,705

Level -3 Data Processing

Path Len: 30 MIPS: 384

Level -1A Data Processing

Path Len: 8 MIPS:

Leve(-l B Oata Processing

Path Len: 12 MIPS:

Level -2 Data Processing

Path Len: 20 MIPS:

Leve[ -3 Data Processing

Path Len: 30 MIPS:

Leve[ -1A Data Processing

195 Path Len: 8 MIPS: 536

Level. lB Data Processing

293 Path Len: 12 MIPS: 804

Level -2 Data Processing

976 Path Len: 20 MIPS: 2,680

Level-3 Data Processing ——-
220 Path Len: 30 MIPS: 603

Level- 1A to Level-3 Data Processing Levei -1A to Level -3 Data Processing Level - 1A to Level -3 Data Processing

Path Len: 16 MIPS: 2,941 Path Len: 16 MIPS: 1,683 Path Len: 16 MIPS: 4,624



A ‘FirstCut-atMODISDataStorage and Processing Requirements

Level-1AProcessing

( 89 MIPS

To \ Level-1B Processing

()~TBD MIPS Level-3Processing

Level-4Processing



CDHF Operations Concept

1.0 INTRODUCTION

The MIDACC consists of five basic structural elements defined for
the EosDIS. Two of these elements support the MODIS instrument
command process: the Instrument Control Center (ICC) and the
Instrument Support Terminal (1ST). The Central Data Handling
Facility (CDHF) processes observation data returned by the MODIS
instrument, and the Data Archiving and Distribution System (DADS)
stores and distributes MIDACC data. The Team Member Compute
Facilities (TMCFS) provide resources for non-routine MIDACC tasks:
development of data processing algorithms, determination of
instrument calibration constants needed in the algorithms,
validation of final MODIS results by comparison with results
obtained using other methods, and the production of specialized
data products not routinely generated by the CDHF.

This document presents a high-level concept of operations for the
CDHF. The material presented below is based on the EosDIS baseline
design and Level 1 and Level 2/3/4 Data Products Requirements. It
incorporates concepts developed during a preliminary data flow
analysis of CDHF function, and i.tdirectly incorporates material
developed as the Level 1 and Level 2/3/4 Processing Operations
Concept.

2.0 ROUTINE PROCESSING

A Context Diagram showing CDHF interfaces with other EosDIS
elements is given in Figure 1. The primary input to the CDHF is
Level O and Ancillary Data received from the Data Handling Center
(DHC). The required capabilities of the CDHF are greatly affected
by the data conditioning provided by the DHC and so this function
will be discussed in more detail in what follows.

When MODIS instrument data is received at the Data Handling Center
(DHC), MODIS data packets containing the MODIS instrument data are
embedded in larger blocks of data (transfer frames) that also
contain data packets from other instruments and onboard systems.
The header and trailer (optional) appended to transfer frames
provide the primary data addressing and error correction capabil-
ity across the satellite-to-ground-station communications link.

At the DHC, the bit order of received data is corrected if the
data was initially recorded on onboard tape recorders and reverse
order tape playback was used. The headers and trailers of the
transfer frames are removed, the contents of the transfer frame
are error corrected, if possible, and instrument packets addressed
to the individual instrument data systems are separated and
grouped according to instrument. Packets for each instrument are
arranged in ascending time order, and when a complete ascending
sequence of packets has been received, data is transferred from
the DHC to the appropriate instrument data system. Except for

1
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possible errors introduced during data transmission, the data
being transferred to the instrument data system is a reconstruc-
tion of the original data stream at the output of the onboard
instrument data processing. This reconstructed stream is desig-
nated Level O data.

2.1 Receive Data

At the highest level, the processing within the CDHF can be broken
into three separate subfunctions: receive data, manage processing,
and produce modis data products. The receive data function
accounts for received MODIS data packets and generates received
data ledger information that is transmitted to the ICC where it
can be compared with expected results. The ledger information is
also transmitted to the CDHF Manage Processing function where it
is used to schedule incoming-data processing.

2.2 Manaqe Processing

The Manage Processing function provides the data management and
processing control functions needed in the production of MODIS
data products. Processing Requests, new or modified processing
algorithms, or modified Data Quality Assurance (DQA) Criteria are
received from the TMCF and introduced at the CDHF under control of
this function. Also , if previously-processed data products must
be retrieved for use as inputs to higher level processing, Data
Requests are generated at this node and, as requested data is
received, this function handles the setup of received data to
support the generation of higher-level data products. Archival
Data Products are returned to the DADS, DQA Results or specially-
generated Non-Archival Data Products may be returned to the TMCF,
and Production Status information is forwarded to the IMC.

2.3 Produce MODIS Data Products

The actual generation of Level 1 through 4 Data Products occurs in
the Produce MODIS Data Products subfunction.

2.3.1 Level 1 Processing Operations Concept

MODIS level 1 data processing takes place in the CDHF, and
involves the transformation of level O data received from the DHC
into level 1A and lB data products. The level 1 processing
operations concept presented below is based upon the LEVEL 1 DATA
PRODUCT REQUIREMENTS. This concept consists of a description of
the steps involved in level 1A and lB processing. Estimates are
made of the computing capacities required.

2.3.1.1 Level 1A Processing

There are 4 basic processing steps in the processing of level O
data to produce the level 1A product. The first is the reorgani-
zation of the sensor data into a structure that expedites effi-
cient remapping and resampling algorithms in the next level of

3



processing. The second processing step is to append georeferenc-
ing information, and calibration parameters or tables. Third,
header record information are generated to facilitate cataloging
and data extraction. Finally, after processing is completed the
data are repacked from the 16-bit word structure into the 12-bit
word structured in order to minimize the volume of the level 1A
data set. Each of these processing steps is discussed below.

2.3.1.1.1 Data Record Structure

As stated in the Level 1 Data Products Requirements, the basic
level 1 product length and the logical data record structure are
TBD . However, it is clear that at the higher levels of process-
ing, the need to remap and resample data implies that the sensor
data be arranged in channel-sequential order (i.e., with sequen-
tial pixels in a scan line from the same channel).

Also, for purposes of forming images, the optimum data record
structure should be based upon the scan of the instrument. A
natural organization of the data would be to define the logical
data record as the amount of data observed in one scan of the
instrument arranged as complete swaths, one for each spectral
channel. The resulting logical data record volumes would be quite
large, and smaller computing systems might have trouble ingesting
and operating on such logical data records.

It is conceivable that a hierarchy of logical data records could
be created within the level 1A and lB products so that the large
volume logical data record could be input to large capacity
processors such as will be used in the CDHF, and smaller logical
data record lengths could be input into mini- and micro-computers
for processing and analysis. Such a hierarchy might be defined
such that the largest logical data record would be one complete
scan as mentioned above. Smaller data record structures could
then be defined as segments of a scan.

The level 1A processing software will reorder the level O data to
that of channel sequential pixels for each scan. Limit checking
will also be performed at this step in the processing. The degree
of segmentation that will form the smaller logical data records is
TBD .

Converting the level 1A data from 10- or 12-bit words originating
from the instrument into 16-bit words will be performed during the
reformatting step only if the 1A data are to be input to the level
lB processing step before being sent to the archive.

2.3.1.1.2 Level 1A Appendix Information

Raw georeferencing and time information including spacecraft
ephemeris, spacecraft attitude, instrument pointing (MODIS-T),
time code, and GPS time correction will be appended to the level
1A data with the minimum processing required for spatial and
temporal cataloging of the level 1A data. This will require

4



conversion of the platform time code into universal time to give
the start and stop times at least at the level of the largest
logical data record. Similarly, Earth location calculations need
to be performed for portions of each largest logical data record
(e.g., the locations of a corner of each swath could be calcu-
lated) . This information will then be appended to the largest
logical data record to provide start and stop times and geographic
coverage to users of level 1A data.

Appended to each swath of data, in the form of raw counts, will be
the sensor calibration observations, calibration target tempera-
tures, lamp currents, etc., and other ancillary data, such as
instrument housing temperatures, relevant to radiometric calibra-
tion. No further processing of these data will occur at this
point.

2.3.1.1.3 Header Record Information Generation

All of the information necessary for cataloging and data extrac-
tion will be computed and inserted in the headers. (See the Level
1 Data Products Requirements.)

2.3.1.1.4 Repacking of Level 1A Data

Level 1A data which have been converted to 16-bit word size will
be repacked to the original 10- or 12- bit word size, and also, a
lossless data compression algorithm may be applied to the data to
reduce the volume” of data that must be archived.

2.3.1.2 Level lB Processing

To the extent possible, the level 1A data structure will be
preserved in the level lB products. The basic level lB processing
steps described below are: Earth location and zenith angle and
time calculations; radiometric calibration; data quality assess-
ment; header record processing; and repacking.

2.3.1.2.1 Earth Location and Zenith Angle Calculations

Earth latitude, longitude, solar and instrument zenith angles will
be calculated using the attitude and ephemeris data on the level
1A product. These calculations will be performed only at selected
anchor points to produce a sparse lattice of points which cover
each swath of observations in order to reduce the computation
requirement. The Earth location, and zenith angles of all other
pixels in the swath will be determined by interpolation between
the anchor points during level 2 processing.

Initial analyses indicate that it may be possible to perform’ the
direct calculations for about 10 pixels in only one out of every
50 or 100 scan lines and still achieve the desired level of
accuracy.

5



2.3.1.2.2 Radiometric Calibration

The basic method used to radiometrically calibrate the raw
detector output data involves the application of a calibration
equation derived from the periodically scheduled calibration
observations. This yields a new pixel value that represents the
physical value ,i.e., radiance or intensity, observed by the
instrument. The constants in this equation are determined by
commanding the instrument to look at calibration targets of known
intensity.

A calibration equation will be required for every spectral channel
for each scan line detector. Thus , for MODIS-N, (30 x 8 +8 x 32 +
2 X 128) = 752 equations will be required, and 64 x 64 = 4096
equations will be required for MODIS-T. These equations must be
applied to every pixel of observed data. Since the sun, through a
diffuser plate or integration sphere, will likely be the principal
calibration source for the visible and near infrared channels, the
calibration observations for these channels will be made, at most
once per orbit, as the spacecraft passes the terminator. On the
other hand the thermal infrared channel calibration observations
will use an internal calibration target which can be viewed during
each scan cycle of the instrument. Both types of channels will
make use of periodic space looks which could be performed as often
as once each scan. The calibration constants will be determined by
using appropriate averages or samples of these calibration
observations.

The data processing steps for radiometric calibration consist of
selecting the samples from the calibration observation data that
provide a full solar or thermal target view, performing noise
screening to reject noisy observations, and applying the calibra-
tion equation to every pixel in one or more swaths of data.
Target observations must be converted into values of intensity
that are, to the highest accuracy possible, traceable to known
intensity standards. In the case of the solar calibration
observations, seasonal trends in observed solar intensity due to
beta angle changes and changes in the distance to the sun, must be
removed to provide normalized calibration intensities. The
thermal calibration targets are monitored by a number of tempera-
ture sensors. Here, data processing must be performed to convert
the temperature sensor voltages into a calibration target tempera-
ture which permits the calculation of the calibration radiance.

The calibration process will be monitored by members of the MODIS
Science Team who will examine long-term trends in instrument
response, calibration target characteristics, etc. This may
result in improved calibration algorithms or modifications to the
calibration constants to remove trends in instrument response and
or calibration target output. Implementation of these new
algorithms or constants will necessitate delaying the level lB
production process, or require reprocessing of the level lB data.
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2.3.1.2.3 Data Quality Assessment

Part of the level lB processing will include overall data quality
control, and the resulting statistics will be appended to the
level lB data.

2.3.1.2.4 Header Record Processing

All of the information necessary to access and retrieve the data
will be placed in the header records. See the Level 1 Data
Product Requirements.

2.3.1.2.5 Repacking of Level lB Data

Level lB data which have been converted to 16-bit word size will
be repacked to the original 10- or 12- bit word size, and also, a
lossless data compression algorithm may be applied to the data to
reduce the volume of data that must be archived.

2.3.1.3 Reprocessing

Reprocessing of level 1 may necessitate reprocessing of all higher
level products.

2.3.1.3.1 Level 1A Reprocessing

Reprocessing of level 1A data may be necessary if improved values
of the basic telemetered information from the instrument or
spacecraft are provided. The reprocessing will consist of
replacing the values in the current version of 1A with the
improved counts, and updating the header information.

2.3.1.3.2 Level lB Reprocessing

As discussed above in section 2.2, reprocessing of level lB data
may be required when new calibration algorithms and/or calibra-
tion constants are identified by the Science Team. New intensity
or radiance values will be calculated, and the header data and
documentation will be updated.

2.3.1.4 Computing Capacity Requirements

For this discussion, the computing capacity at any level of
processing will be given by

Capacity (MIPS) = Output Data Rate (Mbps) x (1)
Path Length (Instructions/bit) x
Processor Demand Factor

The processor demand factor is a combination of three effects.
Since 24 hours of level-l-4 data must be processing within 8
hours, a factor of 3 is necessary. This will allow reprocessing
to effectively occur twice in the remaining 16 hours. A second
factor of 1.4 is used to account for capacity to support near-
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real-time processing, request processing, browse processing, and
backlog processing. Finally the processor utilization of 70
percent yields a third factor of 1/.7. The overall factor is

Proc. Demand Factor = 3 x 1.4/0.7 = 6

The raw MODIS instrument average data rate is assumed to be 9.23
Mbps or 100 GB/day. If the merging and formatting of data in the
level-O processing step adds 10 percent to the volume of raw data
(Reference 2), then the output level-O data rate would be 110
GB/day. Level-lA or -lB processing adds an additional 10 percent
(Reference 2) to the level-O output so that the output rate of the
level-l processors would each be 121 GB/day (11.17 Mbps).

For level 1A processing, the capacity given by (1) is

11.17 Mbps * 8 I/b * 6 = 536 MIPS,

and for level lB processing

11.17 Mbps * 12 I/b * 6 = 804 MIPS

2.3.2 Level 2/3/4 Processing Operations Concept

The CDHF sequentially derives level 2, 3, and 4 products from the
appropriate lower level data and ancillary data. The level 2/3/4
processors will be capable of performing reprocessing, special
request processing, near-real-time processing, and backlog
processing. All data received in a 24-hour period will be pro-
cessed at levels 2 and 3 within 8 hours and therefore within 32
hours of observation. The processing operations concept presented
here stems from the level 2/3/4 Data Product Requirements (Refer-
ence 1) and consists of a description of what happens at each
processing level. In addition, estimates are made of the neces-
sary computer capacity for each step. These estimates are based
on the required processing completion times, the expected MODIS
data rate, and some assumptions regarding reprocessing, special
request processing, and near-real-time processing.

2.3.2.1 Level 2 Processing

The level 2 Processor receives level lB data and any necessary
ancillary data. This ancillary data could include, for example,
level lB data from other instruments. Level 2 processing derives
geophysical parameters from these inputs by the application of the
geophysical parameter algorithms. In data structure, the level 2
products will be similar to the lB product, that is, it will
consist of orbital swaths of geophysical parameter data along with
appended information.
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The level 2 processor is expected to double the level lB output of
121 GB/day (11.17 Mbps). By expression (l), the required com-
puting capacity at level 2 would be

2 X 11.17 Mbps X 20 I/b X 6 = 2680 MIPS

where the assumed path length for each produced bit is 20
instructions (Reference 2).

2.3.2.2 Level 3 Processing

Using any necessary ancillary data, the level 3 processor maps
levels 1/2 data onto an earth-fixed grid associated with a desired
map projection. This process includes temporal and/or spatial and
temporal resolution of the level 3 data.

The output volume of the level 3 processor is expected to be 15
percent of the volume of level 2 data, which amounted to 242
GB/day (22.34 Mbps). With a path length of 30 instructions/bit
and the processor demand factor of 6 discussed above, the level 3
processing capacity given by (1) would be

0.15 * 22.34 Mbps * 30 I/b * 6 = 603 MIPS

2.3.2.3 Level 4 Processing

As presently conceived, level 4 products consist of model output
and scientific validation analyses of lower level data. Model
input would be levels 1, 2, or 3 data, and could include ancillary
data and/or correlative data. For example, one might compute the
ocean-surface carbon flux from MODIS-derived chlorophyll measure-
ments combined with other sea surface parameters. A validation
analysis product could be a map of the difference between data or
a scatter plot of a retrieved parameter versus coincident ground
truth data.

2.3.2.4 Characteristics Common to Levels 2/3/4 Processing

All three levels of processing will include a data quality assess-
ment, which will be appended to the data product. Any information
needed to access or retrieve the data product will appear in the
header appended to the data. In addition, each of the three
products will include the following appended information
describing how the product was produced: product version number,
TBD appended information from the lower level input data, geophys-
ical parameter identification, geophysical parameter algorithm
version identification, gridding description and statistics for
level 3, correlative data information and geophysical or applica-
tions model identification for level 4.
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Data Rate Path Length Capacity
(Mbps) (GB/day) (Instr/bit) (MIPS)

Average 9.23 100
MODIS
Data
Rate

LIA 11.17 121 8 536

LIB 11.17 121 12 804

L2 22.34 242 20 2680

L3 3.35 36 30 603

L4 1.68-33.50 18-362 TBD TBD

Capacity = Process Demand Factor x Path Length x Data Rate

Process Demand Factor = Utilization x #processing x [near-RT,
browse, backlog, special request]

utilization = 1/0.7
#processing = 3 (includes 2 reprocessing)
[near-RT, ...] =1.4

11



3.0 NEAR-REAL-TIME PROCESSING

Besides the Routine Processing described above, the CDHF supports
a Near- Real-Time processing mode. This mode is used to provide
immediate access to CDHF processing for data items that are needed
in less than the usual processing turn-around time.

Two types of priority data are available from the DHC. During the
time when direct TDRS contact is maintained, observation data may
be sent from the platform to the ground in real-time without the
necessity of first recording the data on the onboard tape
recorder. This data is given Priority Handling at each of the
CDOS ground processing nodes (DIF and DHC), so that this data is
available essentially in real-time (delay less than one second) at
the output of the DHC. The other type of priority data supported
by the CDOS is Priority Playback. In this mode, recorded data is
given Priority Handling identical to that given real-time data
once the data is retrieved from the onboard recorder. Essen-
tially, this data has been delayed only by the time that elapsed
between the recording and playback of the data.

The Near-Real-Time Processing in the CDHF can be applied to either
of these CDOS data types. The switch to the near-real-time mode
occurs under the control of the Manage Processing function and may
be applied to any of the processing capabilities supported by the
Produce MODIS Data Products function. The method that the CDOS
will use to recognize priority data has not yet been defined.
Presumably, near-real-time processing in the CDHF can be initiated
by the same control mechanism used to initiate Priority Handling
within the CDOS.

Except for possible missing data segments or “holes” in the
received data, data that is received under priority handling is
identical to that received using routine handling procedures.
Since a request for retransmission of data would of necessity
involve a delay while tapes are repositioned to obtain the
required data, the priority handling mode does not support
retransmission requests. Systems receiving priority data are each
individually responsible for providing appropriate system
responses to missing data segments. The appropriate or desired
response of the MIDACC has not yet been defined. One possible
response to missing data in graphic images would be to leave the
image blank in those portions of the image where data is missing.
Except for effects resulting from missing data segments, the CDHF
products generated in the Near-Real-Time mode are identical to
those generated in Routine Processing.

4.0 References

1. Levels 2/3/4 Data Products Requirements,

2. Eos DIS baseline Report, CTA, July 29, 1988
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ACTION ITEMS:

7/8-3 (Han) Review the draft data product questionnaire with members of
the MODIS Instrument Team. ** Sent out for comment **

8/19-1 (Ormsby) Investigate the definition of Quick Look data for the
MODIS instrument.


