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h~ODIS POST-LAUNCH PROCESSING SCENARIO DOCUNIENT

The MODIS Post-LaunchProcessingScenarioDocument, the hlODIS Data Study Team’s

deliverablefor November 1989,presentsa conceptforprocessingthehfoderateResolution

ImagingSpectrometer(MODIS) dataand thegenerationofMODIS dataproductsinthepost-

launchperiod.One purposeof thisdocument istoput forward fordiscussionsome initial

conceptsregardingtheselection,development,and refinementof algorithmsamong MODIS

team members for the productionof oceanic,terrestrial,and atmospheric-sciencesdata

productsafterlaunch,particularlyLevel-2and higher,tomeet theEarthObservingSystem

(Eos)missionobjectives.Additionalmotivationsincludethedesiretounderstandthegrowth

of theMODIS processingrequirementsduringthepost-launchperiodbeyond thoseof the

initialcore data productset. W’ealsowish to illuminatesome conceptsregardingthe

calibrationand validationof theh40DIS measurements,and theanticipatedreprocessingof

some of theMODIS datasets.

Sixissuesareconsideredin thisscenarioforh40DIS dataprocessing:(1)theconversionof

science-team-memberproposedresearchand development(R&D) productsintonew standard

products;(2)theidentificationofnew R&D and standarddataproductsby thegeneralscience

community,includingtheinterdisciplinaryinvestigators;(3)thedevelopmentofan accurate

estimategrowth in the processingand storagerequirementsof the data system;(4)the

maintenanceofthecalibrationoftheMODIS measurements;(5)thereprocessingrequirements;

and (6)theinitialpost-launchand ongoingvalidationofh40DIS dataproducts(\\rhichincludes

theroleand requirementsof fieldexperiments).As a resultof thisanalysis,thefollowing

generalrequirementsmay be stated:

1.

2.

3.

4.

EosDISmust besizedtoaccommodategrowthintheprocessingrequirementsofA40DIS

overfive-yearperiods.

The data management systemwithinEosDIS must be designedto accommodate an

increasingnumber ofdataproducts,and possiblyan increasingcomplexityinancillary

datarequirementsand thecorrespondingexternaland internalinterfaces.

Policiesand automated proceduresmust be developedto efficientlymanage the

reprocessingof MODIS dataproducts.

Adequatecapabilitiesforthetransportationand visualizationofdatasetsmustbebuilt

intoEosDIS to permitthe scienceteam members to optimallyvalidatetheirdata

products.



Atmospheric Correction
for Ocean Products

for MODIS

Atmospheric correction involves removing the contributions of the
atmosphere from the total radiance signal received by the
satellite. It must be performed for retrieval of sea surface
temperature (SST) and water-leaving radiances. Removal of
atmospheric contributions is critical for water-leaving radiance
because the atmosphere accounts for about 90% of the signal
received at the satellite.

For both SST and water-leaving radiances, the first atmospheric
effect that must be removed is clouds. Cloud contamination for
both products will be achieved through the MODIS Cloud
Identification Utility Algorithm, described elsewhere in this
report.

SEA SURFACE TEMPERATURE

Correction of water vapor is required to obtain SST. This
algorithm will be applied only to MODIS-N observations, because
only this sensor has the thermal infrared bands required for SST
determinations.

The atmospheric attenuation due to water vapor is removed by
applying expressions of the form T, = Ti + Cl (Ti - Tj) + Cz, where
i and j refer to the MODIS-N bands at 3.75, 11.03, and 12.02 #m.
For large satellite zenith angles (greater than 400), an extra term
of the form (see Z -1) is required for all expressions except for
the split-window daytime equation. A residual systematic bias is
removed through regressions between matched buoy and satellite
data.

WATER-LEAVING ~DIANCE

Three atmospheric effects must be removed to obtain water-leaving
radiances: 1) Rayleigh radiance, 2) aerosol radiance, and 3)
attenuation due to ozone absorption. An additional effect is that
of sun glitter, which is properly due to the water, but is
important in obtaining accurate water-leaving radiances. Hence it,
too is considered part of the atmospheric correction for ocean
color products.

Before the atmospheric correction for water-leaving radiance is
applied, the following external look-up tables must be available:

o Mean extraterrestrial solar spectral irradiance
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o

0
0

0

Spectral Rayleigh optical thickness at standard atmospheric
pressure, temperature

Fourier coefficients of Rayleigh scattering
Fresnel reflectance coefficients for downwelling irradiance
and upwelling radiance

Seawater index of refraction

Consider also that the following data sets obtained in the Level
1 processing are available:

o Solar zenith angle
o Solar azimuth angle
o Spacecraft zenith angle
o Spacecraft azimuth angle

Finally, it is necessary to have or compute the following external
data sets:

o Atmospheric surface pressure
o Surface wind speeds
o Spectral ozone optical thickness

One may then proceed with the atmospheric correction for water–
leaving radiance.

The governing equation for atmospheric correction is

L~(A) = L=(A) + L~(A) + L~(A) + t(~)~(~) (1)

where &(A) is the total radiance received by the sensor, L=(J) is
the contribution arising from Rayleigh scattering, L,(A) is that
arising from aerosol scattering, L+(A) is the contribution from sun
glitter (direct sunlight reflecting from the sea surface) , and
t(~)~(~) is the water-leaving radiance ~(~) diffusely transmitted
to the top of the atmosphere t(~). Eqn. 1 is identical to the
algorithm used for CZCS atmospheric correction except for the
addition of a correction for sun glitter.

Procedure for Atmospheric Correction

Instantaneous Extraterrestrial Irradiance

The procedure for atmospheric correction for MODIS begins with
obtaining, from literature values (Neckel and Labs, 1984), the mean
extraterrestrial solar irradiance ~0, which must be weighted for
MODIS bandwidths and bandwidth sensitivity. Then the instantaneous
extraterrestrial solar irradiance FO must be computed

FO(A) = ~(x)[l + e COS[

(Gordon et al., 1983) where e is the
orbit (= 0.016) and JD is Julian Day.
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Cloud Filter

Further processing requires that only cloud-free pixels be
identified, so a method for identifying cloudy pixels will be
employed. The CZCS uses a threshold radiance value at 750 nm, and
it is assumed MODIS will use the same approach. Once the cloud-
free pixels have been identified, they must be Earth-located so
that solar and spacecraft zenith and azimuth angles may be
computed.

Ozone Absorption

With zenith and azimuth angles known, one must next obtain the
ozone optical thickness ~Oz(A). Gordon (1989) proposes using GOMR
data for ozone optical thickness, but other sources may be
available, including MODIS itself. AIRS\AMSU may also provide a
source of ozone information.

Next is calculated the instantaneous solar irradiance after
reduction by two passes through the ozone layer

FO’(A) = FO(A) exp[-~OZ(A) (1/cosO + l/cosOO)] (3)

where O is the spacecraft zenith angle and 00 is the solar zenith
angle.

Rayleiqh Radiances

The contribution to the satellite from Rayleigh scattering must
then be removed. This is computed by including multiple scattering
effects and polarization (Gordon et al., 1988) . On the CZCS this
is computed every 8 pixels across a scan line and every 16 scan
lines. Values between these points are computed by hi-linear
interpolation.

First the Rayleigh optical thickness ~r(~) must be computed.
Assuming a depolarization factor of 0.031 (Gordon et al., 1988) ,
a “standard” Rayleigh optical thickness Tro(~) (at standard
atmospheric pressure PO, 1013.25 mbar) may be computed by

rrO(~)= 0.008569A-4(1 + 0.0113A-2 + 0.00013A-’) (4)

(Hansen and Travis, 1974). ~r(~) may then be calculated at any
surface pressure P by

T=(A) = P/P. T=O(A)

The surface atmospheric pressure field at low resolution
may be obtained from meteorological data and models from NOAA.

(5)

The total intensity of multiple scattered Rayleigh radiance, I,
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normalized to unit incoming solar irradiance, may then be computed
from

where I. are Fourier coefficients of the radiance and A@ = @-@.

where @ and @O are the spacecraft and solar azimuth angles,

respectively. For the CZCS, the Fourier coefficients I. are
computed in advance for a fixed Rayleigh optical thickness. They
are made available for CZCS processing at 40 spacecraft zenith
angles and 39 solar zenith angles. Interpolation to other
combinations of angles is done by bilinear interpolation. Rayleigh
radiance L=(A) is then 10(A) FO’(A).

For MODIS, the Fourier coefficients I. will also be computed in
advance. Correction for surface pressure will be made by

I = 10 {[1-exp(-~,/cosO)]/[1-exp (-~,./cos~)]} (7)

The normalized Rayleigh radiance intensities I at actual
atmospheric temperature and pressure will then be obtained from
this Eqn. 7, and multiplied by FOI(A) to obtain L=(A).

Correction for Sun Glitter

The tilt capability of MODIS-T drastically reduces the amount of
sun glitter contribution to the total radiance. However, minor
amounts of sun glitter are commonly present, even on sensors with
a tilt capability. These contributions are usually absorbed into
the estimation of the aerosol and are corrected along with

aerosols. However, at times the sun glitter may be more intense,
and a method for removal will facilitate more accurate water-
leaving radiance computations. MODIS-N has no tilt capability, and
the sun glitter contribution to its total visible radiance signal
will dominate at times.

Sun glitter is known to be related to the wind speed. Knowledge
of the wind speed enables an estimation of the sea slope
probability distribution, which determines the intensity of sun
glitter.

Two methods are proposed by Gordon for the removal of sun glitter
from MODIS imagery. The first is to obtain surface wind speeds
from SCATT-2 to determine the distribution of surface sea slopes
according to the Cox and Munk (1954) theory. The glitter radiance
can then be determined from the slope distribution and orbital
geometry. If SCATT-2 winds are not available, surface wind speeds
may be estimated from meteorological models. The second is to
obtain glitter radiance from land bands on MODIS-N, and estimate
the surface sea slope distribution therefrom. Again the glitter
radiance can be estimated from these slopes and orbital geometry.
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In either case, one may generate a look-up table relating the solar
and spacecraft orbital positions to wind speeds and interpolate to
reduce computational time.

The glitter radiance is computed by

Lg(~,@/~O,@O,V,A) = Fo’(~)PP(~,@,eo,@o,v)/(4cos6cos400) (8)

(Viollier et al. , 1980) p(8,@,00,@0,V) is the probability of seeing
sun glitter in the direction O,@ given the sun in position OO,cpOas
a function of wind speed, and is given by

p(ot~teo,~otv) = l/(nu2) exp(tan20~/r2) (9)

and 8. is given by

en = arcos[cosO+cosOO/ (2COSO)] (lo)

and u may be obtained by

COS2U = cos8cos00 + sinOsinOOcos (@-@O) (11)

This correction can only be attempted for weak sun glitter (i.e.,
at the edges of intense glitter) . In areas of intense sun glitter
no correction is possible. Determining where this correction can
apply may require human intervention since sun glitter patterns are
usually determined by visual inspection. However, it may be
possible to automate this procedure, and Gordon will run
simulations to assess this possibility.

Aerosol Radiances

Correction for aerosol scattering and absorption for MODIS takes
advantage of the fact that water is totally absorbing for A > 660
nm in Case 1 waters, except near 685 nm where chlorophyll
fluoresces. Thus , from Eqn. 1, L.(A) is known for these
wavelengths after Rayleigh radiance and sun glitter removal.
S(A1,A2) is the ratio of aerosol radiances at two wavelengths

(12)

and may be computed directly at those wavelengths where L,(A) may
be determined directly from Eqn. 1, assuming no sun glitter.
S(AI,AZ) is related to a parameter 6(AI,AZ)which is essentially the
ratio of the aerosol optical thicknesses at these two wavelengths

(13)

where FOt(~) is the instantaneous extraterrestrial irradiance
corrected for two trips through the ozone layer (Eqn. 3).
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The utility of Eqn. 12 is that if ~ can be determined for all
wavelengths, then the aerosol radiances at all wavelengths may be
determined by computing S and then multiplying S by the known
aerosol radiance at a wavelength where water is totally absorbing
(e.g. at 865 nm)

La(Ai ) = S(~1,J65s)‘.(A865) (14)

Substituting Eqn. 13 into Eqn. I

Gordon (1989) proposes the following approach for determining E for
MODIS .

Let AO be a MODIS wavelength at which water is always (even in Case
2 waters) totally absorbing; 875 nm on MODIS-T or 865 nm on MODIS-
N. For Case 1 waters the water-leaving radiance near 665 nm should
be zero, as will the water-leaving radiance at 755 or 75o nm for
all waters. At these wavelengths we know ~ from knowledge of S and
Eqn. 13. We seek e at wavelengths for which the water-leaving
radiance is non-zero, all the way into the blue at 410 nm. Using
an Angstrom approximation, and assuming ~ represents the ratio of
aerosol optical thicknesses at two wavelengths, we assume

where the subscript i refers to 665 nm and 755 (or 750) nm. We
generate two V(Ji)’s using the ratios of A(665) and X(750) to ~O.
The method of extrapolation of these q(~i)‘s to shorter wavelengths
is undetermined, but for the CZCS it was assumed that ~ of shorter
wavelengths was the mean of the ~ls at higher wavelengths. Thus ,

q(~l) = (q(~665) + q(~750))\z (17)

We can now compute e(~i,~O) for i = all wavelengths from Eqn. 16 and
then S(Ai,~O) from Eqn. 13. Since L,(865) is known, L~(Ai) is known
from Eqn. 13. The important point here is that, unlike the CZCS,
the aerosol type (characterized by e) can be determined at each
pixel, thus minimizing errors associated with assuming a constant
aerosol type in an entire scene. For Case 2 waters, Eqn. 17 cannot
be used because ~(665) is not necessarily zero. In such case,
either the q computed using only the 750 band will have to be used,
or some other method sought.

Determination of the aerosol radiances is subject to three
fundamental assumptions: 1) that the water-leaving radiance is zero
for A > 660 nm, 2) that the aerosols follow the Angstrom wavelength
dependence, and 3) that the aerosol optical thickness is < 0.6.
The first of these assumptions is validated by observation, except
in the cases of significant suspended sediment, coccolithophore,
or chlorophyll fluorescence, for which significant water-leaving
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radiance between 660 and 690 nm may be present. Usually these
waters will be classified as Case 2 and extrapolation of Angstrom
exponents will have to be made based on the exponent determined for
A7~0/ABG~(i.e., assumed spectrally constant). Such waters, however,
usually constitute < 10% of the oceanic area. The second
assumption, that Angstromts formulation is valid, may be suspect
in some instances, but generally it has been found to be
representative for most aerosols. The third assumption, that ~~(~)
be < 0.6, is usually ensured through the cloud-flagging process,
which removes from processing not only cloudy pixels, but also
those with large haze concentrations.

Water-Leavinq Radiances Computation

All terms in Eqn. 1 are now known except t(~) and ~(~). The
water-leaving radiance will be revealed once t(~), the diffuse
atmospheric transmittance is computed. The expression is

t(A) = exp[-(~=(A)/2 + TOZ(A)]/cosO (18)

where ‘r=(~)is the Rayleigh optical thickness and ~OZ(A) is the
ozone optical thickness. Eqn. 1 may now be solved for L(A).

The method for computing ~(~) (i.e., correcting the radiance
signal for atmospheric contributions) for MODIS is substantially
simpler than for the CZCS. This is because the Near IR bands on
MODIS will allow a pixel-by-pixel estimation of aerosol radiance,
and avoid the required assumption in the CZCS that the aerosol type
does not change substantially over a scene. This pixel-by-pixel
aerosol correction will also improve the accuracy of water-leaving
radiance from MODIS, which for the CZCS was x 10%, thereby allowing
more accurate estimates of pigment concentrations. However,
although the MODIS atmospheric correction algorithm is simpler in
design, it requires substantially more computations per pixel than
the CZCS.


