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ACTION ITEMS:

03/15/91 [Team]: Delete the requirement to append Instrument Status
Information from Level-lA Processing System. STATUS : Revised
Level-lA Processing System Report delivered 03/22/91. Further
revision is required to eliminate status checking. Open.

03/22/91 [Team]: Organize a meeting with Yun-Chi Lu’s/Locke
Stuartis groups to coordinate efforts on categorizing product lists
for MODIS. STATUS: Open.



MODIS AT-LAUNCH LAND PRODUCTS

1. Improved Vegetation Index
2. NDVI
3. Land-Leaving Radiance
4. Land Cover Inventory
5. Thermal Anomalies
6. Level-3 Topographic Correction
7. Evapotranspiration
8. Net Photosynthesis
9. Annual Net Primary Production
10. Growing Season Length
11. Hydrological Balance
12. Snow/Ice Cover
13. Directional Reflectance
14. Hemispherical Albedo
15. Spatial Structure (heterogeneity)
16. Polarized Vegetation Index
17. Land Surface Temperature

MODIS POST-LAUNCH LAND PRODUCTS

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.

14.

15.
16.
17 ●

18.

Spectral Mixture Model
Terrestrial Biome Maps
Soil Brightness Index
Day-Night Temperatures
Length of Growing Season
Semi-Arid Biome Primary Production
Biomass Burning Trace Gas Emissions
Scan Angle Variance
Spectral BRDF
Surface Roughness Length
Climatological Land Inventory Maps
BRDF over Snow
Surface Radiation Components Over
Snow
Relation Between Dynamics of Snow
Cover and Radiation Balance
Land Cover Change
Land Cover
BRDF
Land Surface Emissivity

Huete
Justice
Justice
Justice
Kaufman/Justice
Muller
Running
Running
Running
Running
Running
Salomonson
Strahler
Strahler/Muller
Strahler/Justice
Vanderbilt
Wan
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AIRCRAFT/SATELLITE CORRELA~E DATA REQUIREMENTS
MODIS LAND SCIENCE TEAM
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Updated Atmospheric Product List

From Execution Phase Proposals

Kaufman

Thermal anomalies

Aerosol optical thickness
Aerosol mass loading
Total precipitable water
Surface spectral reflectance
Atmospherically corrected NDVI
Cloud-field area
Cloud-field perimeter

King

Cloud optical thickness
Cloud effective particle radius
Cloud thermodynamic phase
Fractional cloud cover
Cloud joint PDF

Menzel

Cloud effective emissivity
Cloud top pressure
Cloud top temperature
Atmospheric stability
Total precipitable water
Total ozone content
Cloud emissivity
Cloud particle radius
Cloud extent
Cloud type

Tanre

Mean aerosol radius
Aerosol size dispersion
Aerosol optical thickness
Aerosol mass loading
Total precipitable water
Land-leaving spect. reflectance
Atmospherically corrected NDVI

From EOS Database (2/19/91)

Thermal anomaly classification
Thermal anomaly temperature
Thermal anomaly count
Thermal anomaly extent
Aerosol optical thickness
Aerosol mass loading
Total precipitable water
Surface spectral reflectance
Land-leaving radiance
Cloud-field area
Cloud-field perimeter

Cloud optical thickness
Cloud effective particle radius
Cloud thermodynamic phase
Fractional cloud cover
Cloud joint PDF

Cloud effective emissivity
Cloud top pressure
Cloud top temperature
Atmospheric stability
Total precipitable water
Total ozone content
Cloud emissivity
Cloud particle radius

Mean aerosol radius
Aerosol size dispersion
Aerosol optical thickness
Aerosol mass loading
Total precipitable water
Land-leaving spect. reflectance
Land-leaving radiance
Aerosol albedo
Roughness
Albedo

Aerosol climatology
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PREFACE

Thisrevisiondeletesthepreviousrequirementtoappend Instrument Status Information to the

Level-O data. This information will not be available for 2 days after the Level-O data without

imposing a requirement on the Instrument Control Center (ICC). The Instrument Status

Information was originally appended to verify the operating mode; however, according to the

ECS S~ifieations, Fifth Preliminary, such verification is the ICCS responsibility.
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MODIS LEVELIA PROCESS~G SYSTEM
~TCTIONAL REQUIREMENTS:

OVERVIEW

The MODIS (Moderate Resolution Imaging Spectrometer) Level-1A data processing system
is designed to convert Level-O data (raw, time-ordered instrument data) into the Level-1A
data product @vel-O data transformed reversibly and packaged with needed ancillary,
engineering, and auxiliary data). The system we have designd is intendd to meet the
scien= requirements of the sensor and the ECS (EOSDIS Core System) Requirements
Specifications (see Bibliography).

The primary purposes of Level-1A data processing are to:

1. Prepare the data for Level-lB processing, where the data will be navigated and
calibrated,

2. Provide a reversible, “pure” dataset as a potential backup to Level-O data, and

3. Facilitate characterization and use by users.

These three primary purposes lead to the three primary functions of Level-1A processing:

1. Append spatiraft ancillary data to the MODIS tivel-O data to facilitate
navigation and calibration,

2. Create the ~vel- 1A structure

3. Produce metadata.

@lace data into a granule).

In addition, the kvel-lA system will respond to control, and produce processing status
information. There will not be a browse product for tivel- 1A, since there is no science
requirement for it. The system will also respond to three potential processing modes: 1)
standard, 2) reprocessing, and 3) quick-look data. We have assumed that quick-look data
may not be time-ordered, unlike the standard processing and repr~ssing modes.

We have designd the Level-lA processing system with a conservative approach. Level-1A
does a minimum amount of processing in order to assure a coherent, complete dataset that is
easily reversible. This concept is intended to assure the existence of a relatively “pure”
MODIS database in the event substantial reprocessing is required at a later date or in the
event Level-O data are somehow lost.

The MODIS Level-1A Functional Requirements statement follows, with a data dictionary. In
both, statements and definitions were taken verbatim from the ECS Requirements
Specifications where possible. The entire design uses terminology and definitions from this
document wherever possible to facilitate commonality.
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MODIS LEVEL-1A PROCESSING SYSTEM
FUNCTIONAL REQUIREMENTS

Requirement for the functions are derived from the ECS Requirements S~ifications
document (reference may be found in the bibliography at the end of this document), and are
stated verbatim from the reference.

A. INPUT

THE MODIS LEVEL-1A PROCESSING SYSTEM SHALL RECEIVE:

1. hvel-O Data

(Page 7-23, 3PGS-00440: The PGS shall accept from the DADS

2. Ancillary Data

(Page 7-23, 3PGS-00450: The PGS shall acwpt from the DADS
Sets.)

LO-U Data Sets.)

Ancillary Data

(a) Spacecraft Ancillary Data rquird for navigation and data quality information

3. Quick-bok Data

(Page 7-24, 3PGS-00530: The PGS shall generate quick-look products in support of
field experiments, event monitoring, and instrument monitoring using algorithms and
calibration coefficients provided by the scientists.)

B. CONTROL

THE MODIS LEVEL-1A PROCESSING SYSTEM SHALL RESPOND TO CONTROL:

(Page 7-21, 3PGS-00270: The PGS shall provide a scheduler with the capacity to
perform the following functions, at a minimum: (a) Add tasks to the job queue, (b)
Allocate tasks among processors, (c) Initiate execution of tasks in the job queue, (d)
Suspend execution of tasks, (e) Resume execution of a suspended task, (f) Cancel
execution of tasks, and (g) Request and verify the staging and/or destaging of data
stored in the DADS.)



c. PROCESSING STATUS INFORMATION

THE MODIS LEVEL-1A PROCESSING SYSTEM SHALL GENERATE FAULT
INDICATIONS:

(Page 7-22, 3PGS-00320: The PGS shall display detwted faults to the system
operators.)

THE MODIS LEVEL-1A PROCESSING SYSTEM SHALL PROVIDE STATUS
INFORMATION

(Page 7-22, 3PGS-00380: The PGS shall monitor its internal operations and generate
a status report periodidly.)

D. OUTPUT

THE MODIS LEVEL-1A PROC~SING SYSTEM SHALL PRODUCE:

1.

2.

3.,.

4.

Level-lA Data Products

(Page 7-13, 3DAACOO070: The DAAC shall generate Levels 1, 2, 3, and 4 data
produc&, archive, manage, quality check and account for archived data products.)

Processing ~g

(Page 7-22, 3PGS-00360: The PGS shall generate a PGS Processing Log periodically
that accounts for all data processing activities.)

Metadata

(Page 7-24, 3PGSOO51O: The PGS shall have the capability to generate metadata
amrding to the algorithms provided by the scientists and associate this metadata with
each standard data product generated.)

(Page 7-14, 3DAACO0220: The DAAC shall generate browse data and metadata for
routing to the requestti users, through the coordination of IMS.)

Quick-Wk Product (Level-lA)

(Page 7-13, 3DAACOO050: The DAAC shall provide the ICC with quick-look
products for further evaluation of instrument operations and data quality.)

(Page 7-14, 3DAACO0260: The DAAC shall produce quick-look products for
priority transfer to the ICCS.)



E. OTHER

MODIS LEVEL-1A PROCESSING SHALL BE ACCOMPLISHED USING TWO
DISTINCT SETS OF STAND-ALONE SOFTWARE: ONE SET TO SUPPORT MODIS-N
PROC~SING AND ONE SET TO SUPPORT MODIS-T PROCESSING.

(Unreferenti)

THE MODIS LEVEL-1A PROC~S~G SYSTEM SHALL BE CAPABLE OF
REPROCESSING

(Page 7-24, 3PGS-00540: The PGS shall reprocess specified science data using new
and/or updated algorithms provided by the scientists.)

(Page 7-24, 3PGS-00550: The PGS shall reprocess science data using the original or
updatd (provided by the scientists) calibration coefficient.)

THE MODIS LEVEL-1A PROC~SING SYSTEM SHALL BE CAPABLE OF
PRODUCING LEVEL-O DATA FROM LEVEL-1A DATA

(Requirement inferred from deftition of Level-lA data)
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MODIS LEVEL-1A PROCESSING SYSTEM
FUNCTIONAL REQUIREMENTS: DATA DICTIONARY

In the following, statements enclosed in quotations are quoted verbatim from the ECS
Requirements Specifications document (reference may be found at the end of the data
dictionary). Statements not enclosed in quotations are attributed to the MODIS Data Study
Team.

Ancillary Data: “Any data, other than standard products, that are required as input in the
generation of a standard product. This may include ancillary data from the EOS platforms
and the attached payloads, as well as non-EOS ancillary data. All ancillary data are received
by the PGS from the DADS. ” (Page 7-17). For tivel-lA, ancillary data includes the
Spacecraft Ancillary Data. For Level-IA, Ancillary data does not include Locally
Maintained Databases.

Anomaly Reports: A report identifying a discrepancy between two or more sour~s of
information. (Unreferenced).

Audit Trail: A rard that describes the processing history of data and its identification.
Contained within the metadata. (Unreferenced).

Completeness: A data quality indicator determining whether a particular data increment is
present in finished form or whether there are missing items. (Unreferenced).

Control: “The PGS shall provide a scheduler with the capacity to perform the following
functions, at a minimum: (a) Add tasks to the job queue, (b) Allocate tasks among
processors, (c) Initiate execution of tasks in the job queue, (d) Suspend execution of tasks,
(e) Resume execution of a suspended task, (f) Cancel execution of tasks, and (g) Request and
verify the staging and/or destaging of data stored in the DADS.)” (Page 7-21). In addition
are (h) Selat processing mode and (i) Request processing status information. Two types of
cancel operations are provided: (1) non-gracefil (no output generated) and (2) graceful
(output up to the cancellation point generated).

Data Quality Check: The process by which data quality
(Unreferenced).

Data Quality Information: Information on data quality,

information is generati.

including existenm, completeness,
and the presence of anomaly reports, at a minimum. @nreferen&).

Existence: A data quality indicator determining whether a particular increment of data is
present or absent. (Unreferenced).

Fault Indication: An unsolicited flag denoting that a hardware or software error has
occurred (e.g., a disk drive failed during data transfer or data header identifiers are not
correct), or an “alarm” or “event.” (Unreferenced).
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Instrument Data: “Data specifically associated with the instrument, either because it was
generated by the instrument or included in data packets identified with that instrument.
These data consist of instrument science and engineering data, and possibly ancillary data.
These data may be assembled for transmission by the instrument, or by an on-board
processor of the instrument data. ” (Page A-9). “Data created by an instrument including
scientific measurements and any engineering or ancillary data which may be included in the
instrument data packets. ” (Page A-9).

Level-O Data: “Raw instrument data at original resolution, time-ordered, with duplicities
[sic] removed. ” (Page A-4) .

Level-lA Data Product: “Level-O data, which may have been reformatted or transformed
reversibly, located to a mrdinate system, and packaged with needd ancillary, engineering,
and auxiliary data. ” (Page A-4). Includes instrument data, a header, and data quality
information.

Metadata: “Information which is obtained from datasets, and which provides an
understanding of the content or utility of the dataset. Metadata may be used to select data
for a pardcular scientific investigation. ” (Page A-1 1) Metadata will include an audit trail.
(Page 7-18).

Proe&ing Log:
3PGS-00360). A
completion of the

“Periodidy accounts for all data processing activities. ” (Page 7-22,
record of the time-orderd processing events. An event may be the
processing activity or the generation of an anomaly report.

Processing Mode: There are thr~ types:

a. Standard Product Processing: “The PGS shall have the capability to produce
each standard product as specified in that product’s Standard Product
Specification. ”

b. Repr~sing:
and/or updated
00540).

(Page 7-23, 3PGS-00470).

“The PGS shall reprocess s~ified scienw data using new
algorithms provided by the scientists. ” (Page 7-24, 3PGS-

C. Quick-hk Data Processing: “The PGS shall send the DADS quick-look data
for routing to the appropriate destination (e.g., ICC, SCF). Quick-look data
shall contain the following information at a minimum: (a)
identification, (b) quick-look data, (c) msociated metadata,
identification, and (e) current date and time. ” (Page 7-30,

Processing Performance: A statement of the amount of data processti;
record during processing (dynamic status) and a post-event rword (static
(Unreferenced).

Product
(d) pr~ss facility
3PGS-01260).

will include a
status).
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Processing Status Information: “Information regarding schedules, hardware and software
configuration, exception conditions, or processing performance. ” (Page 7-18). The
Level- 1A Processing System is concerned only with fault (exception) conditions and
processing performance.

Quick-bok Data (Level-O): “Real-time or priority playback data which r-ive minimal
processing and are fomarded to the user for his review/use. The user may provide
additional processing to suit his requirements.” (Page A-14). “Data Received during one
TDRSS contact period which have been prtissed to Level-O (to the extent possible for data
from a single contact). This is data that have been identified as rquiring priority processing
on the order of a few hours. It is routed to the PGS from the DADS. ” (Page 7-18). At
Level-O, these data are not necessarily time-ordered, complete, nor have duplicates b~n
removed, but are at original resolution.

Quick-bok Product (Level-lA): “Quick-look data that has been processed by a PGS prior
to being sent to an ICC. ” (Page 7-35). At Level-lA, Quick-Look Products are not
necessarily time-ordered, with duplicates removed, but are at original resolution, and are
packagedwithnecessaryancillary and engineering data. The product is reversible to Level-O
Quick-Wk Data. It includes instrument data, a header, but may not have data quality
information.

Spacecraft Ancillary Data: “Data available on board a spa~raft, derived from spamraft
parameters, or resulting from the on-board substitution of backup spacecraft parameters, but
not produced by an instrument, which are nded for the processing or interpretation of
instrument data. Spa~raft ancillary data comprises data referred to as “engineering”, “core
housekeeping” or “subsystem” data and includ~ parameters such as orbit position and
velocity, attitude and its rate of change, time, temperatures, pressures, jet firings, water
dumps, internally produced magnetic fields, and other environmental measurements. ” (Page
A-15).



MODIS LEVEL-lA PROCESSING SY~M OVERVIEW

INTRODUCTION

The primary functions of the Level-1A data processing system are to 1) append spacecraft
ancillary data and MODIS instrument status information to the MODIS hvel-O data, and 2)
produce metadata. We have designed a Uvel-lA processing system to m=t these goals and
to meet the functional requirements of the ECS Requirements Specifications. The prmssing
system is designed using computer-structured engineering methodologies, specifidly,
Computer-Aided Software Engineering (CASE) tools.

The following description of the MODIS Level-lA processing system contains 1) a narrative
description of the processing system and flow, 2) a detailed Context Diagram and Data Flow
Diagrams, 3) a complete Data Dictionary deftig in detail the terms used in the Data Flow
Diagrams, 4) a formal list of the key assumptions upon which the design is based, 5) an
External Interface document describing the interrelations between the MODIS processing
system and external entities, 6) a description of the format of the data granule, and 7) a
formal list of the data quality information generated.

DEFINITIONS OF DATA INCREMENTS

There are thr~ data increments used in the tivel-lA design:

1. Packets
2. Scan cubes
3. Granules

Packets are the smallest increment. They consist of band-interleaved pixels, i.e., a small
number of pixels (- 18 for MODIS-T) with all of the wavelength information. A scan cube
is an assemblage of packets, such that all along-track and across-track pixels are included.
The scan cube (Figure 1) has the dimensions of x, y, z, where x is across-track, y is along-
track, and z is wavelength. Thus for MODIS-T a scan cube would have the dimensions 1007
by 30 by 34. Finally a granule is an assemblage of scan cubes. Its size is as yet undefined
(awaiting a requirements statement from the MODIS Scienm Team). As of now we envision
it to be larger than the scan cube but no larger than an orbit of data. The actual format of
the granule is described later.

GENERAL DESCRIPTION OF THE PROCESSmTG SYSTEM

Figure 2 is a Context Diagram that summ~s the processes and extemd control involved
in the MODIS Level-1A data product generation system. Symbols are defined in Figure 3.
There are two types of flows: 1) control flow and 2) data flow. Control flow is the passing
of messages to and from the system. These messages may indicate status (events and post-
prwssing accounting), in-processing queries (dynamic status rquests), or errors (alarms).
Data flows are the actual passing of data from one process or storage area to the next.
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Level-lA MODIS processing is primarily a batch-oriented process in which the packets of
instrument data from the satellite (tivel-O data) and ancillary data are stored in an external
(to this process) database manager managd by ECS (called Scheduling, Control and
Accounting, or SCA), and are supplied by the SCA. The MODIS Level-1A processing
system rtiives the MODIS Level-O instrument data, verifies the packets and the data within
the packets, appends instrument status information and spacecraft ancillary data, formats the
MODIS data into the Level-lA data structure with headers and creates associated metadata.

The MODIS processing system is required to handle thr= different processing modes: 1)
standard processing, 2) reprocessing, and 3) quick-look data processing. These processing
modes may differ in the types of functions and format of data. For example, the
reprocessing mode will not begin with Level-O data, but rather Wvel- 1A data. Thus, the
granule structure initialization nd not be performed. In addition, the system must respond
to control by the SCA (including external queries, events, and alarms) and produce status
information. These requirements add a layer of control functions to the basic data processing
function. The Level-lA processing system is required to be reversible, i.e., to re-create
Level-O data. The system presented here meets this requirement, but the actual pr~ss of
reversibility is covered by another process not described here.

DETAILED DESCRIPTION OF ~ PROCESS~TG SYSTEhl

Figure 4 represents the highest level of processing, called the “Level-A” diagram. The
remaining figures are expansions on the data prmsses and control transforms indicated at
the higher level; these are called “Level-B” diagrams.

The frost actions in the Level-1A system to occur are mntrol flow. The SCA mntrols the
processes of the MODIS Level-1A product generation program, as illustrated in Figure 4.
The SCA initiates the MODIS Level-1A program by generating a “start” message that says
all information necessary for the MODIS Level-lA system is available, and the processing
may begin. Three datasets are required: the Uvel-O data with acmunting and quality
information, spa~raft ancillary data (ephemeris, attitude, and possibly science or
engineering data from other sensors on the platform), and the MODIS Instrument Status
Information. If the datasets are not available, an “initialization problem” indication is sent to
the control function to be passed to the SCA for resolution. The “start” message also
contains the data types, sizes, instrument identification, dataset file names and locations, and
processing mode.

At this stage and during all stages of processing, the SCA can send “dynamic status request”
and “termination” messages to the MODIS processor. The control functions are shown in
Figure 5. For example, upon normal completion of the processing, a termination message is
sent to the SCA. T’he MODIS hvel- 1A processor will then post an entry into the EOSDIS
(or MODIS) Processing bg external entity which allows a time-based accounting of the
processing events as they occur and can be used as a definitive audit trail to determine what
has been processed and when. During the processing of the MODIS instrument data, two
types of control indications can be generated: “events” and “alarms”. These control



indicatorsarepassedtotheSCA forfurtheraction.The SCA, nottheMODIS process,
makesthedecisiontoabortthisMODIS taskifa problemissufficientlysevere.

After r~iving a “start” message, the MODIS system initializes the data structure @igure 6).
This prtiss has two functions: (1) incoming packets are verified and (2) memory and disk
space is allocatd. At this stage the granule and metadata structures are created. The
structures are filled with “invalid” data values which are later replaced by actual MODIS
data. Initialization occurs only once per granule of data processed. Granule and metadata
initialization must be complete and input data must be staged in the DADS before the
processing of MODIS data packets can begin.

Level-lA processing occurs in three stages: 1) packet processing, 2) scan cube prtissing,
and 3) granule processing.

1. Packet Processing Packet processing verifies packets, compares instrument
status from the Instrument Status Information with information mnta.ind in the
selected packet, and appends operating system time, called “wall time”
(Figure 7). Packet processing also places packets into their correct (time-
ordered) locations in the granule structure (Figure 8).

2. Scan Cube Processing As the packets are placed into the granule, they
eventually form a completed scan cube. When a scan cube is filled with
packets, the scan cube is considered complete, and scan cube processing may
begin (Figure 9). At this stage of processing, scan cube data are verified,
instrument status information and spacecraft ancillary data are appended to the
cube, and the scan cube header is crwted. The valid items of the metadata are
also created and sent to the metadata structure.

3. Granule Processing When all scan cubes of data have been filled, the granule
is complete. The granule header is then generated and appended to the
granule and the metadata product is finalized (Figure 10). The granule and
metadata are then transmitted to the Product Management Service (PMS),
under control of the ECS. The MODIS kvel- 1A system sends a “data
processed” message to the SCA and is ready either for termination or to
process another granule.

Note that in the system design, individual packets are placed into the granule structure, and
the scan cube is created as a consequence of filling up the granule. This method allows for
the handling of non-time-ordered data in a very easy fashion. Although standard Level-0
data is required to be time-ordered, this method assures the integrity of tivel- 1A data at no
cost in prtissing. Furthermore, the system is adapted to other processing modes, such as
quick-look data, which may not be time-ordered. This system also removes duplicate
packets.
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Figure 1. Visual representation of a scan cube.



lect : xECFLUNODIS-l RX 1

nScheduleContro 1

Accounting

, 1

~ Process Cent,-ol

j Initiation

Processing mod.?,

data set Cile speci Citation

,
: Dynamic Status Request

(request stztus information)

: Termination

Immediately

1mtDacls . Leuel-l Q output
. p,,~

Leve I-0 Oata
..

Level-la Uata Product
Science Data

Engineering Oata
(Data C:-anule>

fic-unting CI?etadzta)
netad%ta

Spacecraft Ancillary Data

Ephemeris
Processing

Attitude
Quick-1ook

State of Other Instruments I

Instrument Status Ctata

Status at Requested Times

*Processing St~tu~
Quick-look Oata 4

,
post Processing R~copd

Qccountir:q, Oata Q,Jalitg

Dynamic Status
, Processing Completer,?s:a

Q 1zrm

Catastrc:i, ic Ft-o&]~m

Event

Qnomal ]es

uSchedu!eControl

Qcco”r,tir,~

Log Entr-iss

Pt-o.du.:t

Figure 2. Context diagram for 140DIS Le\~el–lA processing system.



ject : xECPLUNODIS-lA\ 1
-t : sample
.~~~ ssmple.trg

?.rl ied : 01-1 S-1991

❑External

Entity

oData

Process

Q program that is not a part of

this design. ll~is requires an

interface definition ~or data

Pzssing toxfrom tl>is item.

Q process that utilizes or

generates data as opposed to

controlling a process.

Q process that receives or

generstes con-l <unctions. Ilo

data is required, but data mzY

be generated.

H ‘ig=n
/

-\ -\

k- ----q~ ~Contro 1 Q one or tuo usy pzssir,g of

\ , TIOU control ir,dicators.

\_
/

\_
/

Figure 3. Symbol definitions for structure diagrams.

13



Data
Store

------ ----
Contro 1

S tot-e----- -----

0

an area in ul)ich dsta is stored.

flay be in memory, d isk, or ot}~c.r

10Cdt ions. tlag be pz>ed betus-en

Phys ica 1 areas.

an area reserved for control

parameters.

Split andzor merge multiple data

or contiol flous.

D
Interface + Interf ace F 1ou toffrom An item th~t is
ust.a F1OU <- C6nIF61- Froti-~ defined on .. .P.er level

diagram.

Upper Leue 1 1nterf ace

Figure 3 continued.

14



m--------------’~~’~’-----------------: rBpF&..l.4---------..............................d’t”
stwt

. . . . . . ----- . . . . . . . . . . . . . . . . . . ---
(

4’
>1 ~m;:‘i........-------

! :- ‘---*a~l*~f---
win*,sln9 \ ,1<-

1 . . . . . ----

!,
mod- (

,!
,, . . . . . . . . . :’4+ -“’

Wm.1*

1

,! -d” ‘two <------.’
:,,

,t,uctw* ,, ,:!
,, . . . . . -----

ccmtiw, stw , , :
,,
,!

ml. : : (
-------------J ; ;

tli”. , , ;- -.?=’. s 1“9 ! J,
,) ! med. !,
,!, !!
,, J!

,,

Wob 1●.* ;:
,----- . . . . . . .

,,
,,
1,

metadata ‘*tti=ts +..1. :-- 9-.. . ...: .
*trwtw@ st. t”s :

,:! ,.,P..,. $
,,0
,,0
,,!
,,1
,,4

..sil*lllt. ,,,
,,!

1 “*”*’

,,

w

’00

i’;

3.0 4.0
d.t. 1. “wIf* V* I Id P 1...

lncc91n9 exket into “

d,t. W-1*

r

J P*cket

—L
W-I*
st.uctw,

L
U*II

Ill”,

ter.i” ●1*
. . . . . . . . . . wesrortb ------------- ‘------------
......................

I
. . . . . . . . . . . . . . . . . . .

. . .

#

:p.obl ,.,.

: I“stie”t

r --1.
,h.d..

Figure 4. }fighest level data
processing system
entities.

flov) diagram of MODIS Level-l A
including interactions \./ith external



~;--------.., I

Figure 5. Data flo;,ldiaqran fcr Furictio:2 l.@: Process Cent>-ol



H--
start
----- --- process i ng

:Ocae- ----

m+rnory

requirements

\,!

----- . El

-a------

Figure 6. Data flo~? diagram for Function 2.o: Initialize Data
s~r~c~~lre



[

ro.ject : WWWODIS-l A\

Chart : b-3

Filename : b-3. trg

Last Hodified : 84-11-1991

L t Rwision Date:

1. ril 1S31

11
11
11
11

11

I*

II

11

11

I
i
I

I

I
1

.-------- -

packet specs

packet

parameters

q

Iproblems,

~packet

It
\

*

B
data in ok packet

.

1

1Processing,, mo&
1

,

1

1
---- J-----

mode store

------- --- 1TC time

Fiewre 7. Data flow diagram for Function 3.0: Veri@ Incoming Data

18



c
valid packet and locatio Pzcket and counter
C,a Cket S . Packet

.
---:a- - =r=zz~

paging

indices packet.

I

v]rtual

parameters

Figure 8. Data flov~ diagram for Function 4.0: Place Pat}-et into
Granule

L

,n



Latest Rwision Datu:

11 April 1991

.

05.1

E

packet determine cube incomp 1ete cube-----
PI Sc-ba-

Q

scan cube----- ----- ----- ----- ----- ----- ----- ----- ----
completeness --- de%GFm5 iIF& a

----

1

I
1

I
8

I
1

I
1

I
I
I

I
8

1.
I
I

I

1
1

8
1

I
I

:

1
1

I
1

I
I
;complete,’1

,oube ,cub
,d

;Ok

I

I

I

1

1

I

1

1

1

I

1

1

I

I

I

I

1

I

I

SC anoilla S/C ck
/ data ------ ------

B

.

.—--
1

I

1

,

1

1

1

I

I

I

I
I

I

I

i

filled

cube

S= platform cube data,
Locat 1on ‘ { neader

J

v v
granule

structure

1
metadata

metadata

structure

Figure 9. Data flow diagram for Function 5.0: Append Ancillary Data to Scan Cube

20



.ject : \EWLUWODIS-l Q\ I
,rt : b-S

en; b–6. trg I
t r, .ied : 01–17-19gl

I

E-----,
1

‘

I

,
1

,

I

: dab

:processed

,
,
I

1

1

,
,
t
,
,
*
cterminate

,gracefully
I

I
*
*
4

1

,
1

,

-0 ~6.1

G <::.-::T -

6.2
determine granu 1e

der iw metadata----- --- ---
granu 1e comp re~e metadata

metadata ,
comp 1eteness

structure

paging
indices

1
virtual

Parameters

:
a
,
I

1metidata
:OK
,
f
,

Figure 10. Data flo~? diagram for Function 6.0: Complete and
Transmit Gza.nule and lqetadata



MODIS LEVEL-1A DATA DICTIONARY

Abort Cleanup
Type: Control Transform
~tion: 1.3

Processes termination messages into the proper flow control items: either a graceful
termination (all fdes written and closed) or abort-now condition (immediate
termination without closing fdes). Posts an entry to the Prtissing hg.

Allocation Parameters
Type: Dati Flow
Location: 2.2 Memory Allocation

The dimensions of the storage allocation and fde types required for hvel-lA
execution, sent to the operating system. Returns fde names.

Append Granule Header
Type: Data Process
-tion: 6.3

Append the granule header to the granule structure. This will include information
pertaining to the granule as a whole (e.g., starting and ending time of the granule,
number of valid scan cubes, etc.).

Append S/C Data
Type: Data Process
Location: 5.4

Append spacecraft ancillary data to the scan cube. Data mrresponding to the
approximate time of the scan cube is appended here, not necessarily the exact scan
cube time.

Append Time
Type: Data Process
tition: 3.4

Append current operating system UTC time to the packet. This will be used to create
an audit trail and the processing log.
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Append Ancillary Data to Scan Cube
Type: Data Process
Location: 5.0

Test for a completely filled scan cube of data, append instrument status information
and S/C ancillary data to the scan cube, create the scan cube header, and update
selected metadata values.

Availability Indices
Type: Data Flow
bcation: DADS 2.1

Sends time to the DADS and returns data containing a map of the dataset sizes md
completeness. Used to determine if the MODIS Level-lA prmssing can be
performed.

Begin Abort
Type: Control Flow
Location: 1.1 1.3

An indicator to begin an orderly abort of the processing. Spifies either a graceful
termination or an immediate abort (see Abofi Cleanup).

Check Data Availability
Type: Data Process
Location: 2.1

Performs a verification that the data (Level-O data, Instrument Status Information and
S/C ancillary data) are available in the DADS.

Complete and Transmit Granule & Metadata
Type: Data Process
Location: 6.0

Tests for granule completeness, performs final accounting at the granule level, fills in
remaining metadata items, determines and applies the granule header, transmits
granule and metadata, and deallocates memory and disk stores.

Completed Cube
Type: Control Flow
Location: 5.6

A message that the scan cube is complete and the granule has been updated. The
message contains the scan cube location description. It is merged with the
“in~mplete cube” message to form the “scan cube determined” message, which is
passed to Function 6.0.
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Continue/Stop
Type: Control Flow
hcation: 1.33.2

An indication to continue or stop processing data. Ask for the next packet, or stop
asking for packets from the DADS.

Control
Type: Control Flow
Location: SCA 1.1

A message that informs the process to start, cancel, suspend, resume, and to request
and return status (dynamically or statically).

Create the Cube Header
Type: Data Process
Wation: 5.5

Determine all the items to be plad in the header of a scan cube, including
completeness indicators.

Cube Data, Header
Type: Data Flow
bcation: 5.5 Granule Structure

The scan cube data and header information for the completed cube of MODIS data.

Cube Location
Type: Data Flow
Lucation: 5.15.2

The memory location of the completti scan cube. This cube must be in memory, not
in the disk backing store.

Cube OK
Type: Control Flow
bcation: 5.35.4

An indication that the instrument status information and any anomalies have b~n
sucmssfully appended to the scan cube of data.

DADS
Type: External Entity
Location: External

Data Archive and Distribution System; an ECS function/system.
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Data Available
Type: Control Flow
htion: 2.12.2

A message indicating that the data required to process this granule is available from
the DADS.

Data In
Type: Data Flow
Location: DADS 3.2

Level-O data or quick-look data in packet (sub-cube) form.

Data Processed
Type: Control Flow
Location: 6.1 1.4

An indication that the prmss system is ready for the next packet. It will also contain
an indicator of granule completeness and any error conditions.

Decompose Control Message
Type: Control Transform
Wation: 1.1

Parses the incoming message to determine message type and where to send it.

Derive Metadata
Type: Data Process
Location:6.2

Determines all the final metadata values to be placed into the metadata store. If
CDOS supplies a management information record (MIR) or a post-event record
(PER), then it will be appended to the MODIS metadata product.

Derive Status
Type: Control Tmsform
Location: 1.4

Handles problem and event messages as well as termination messages, posfi the
system processing log message and passes a message to SCA.
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Determine Cube Completeness
Type: Data Process
Location: 5.1

Checks completeness flags to see if this scan cube has all its packets. This process is
expedited by a preliminary accounting of the number of subscans placed in this cube.

Determine Granule Completeness
Type: Data Process
Location: 6.1

Determinesiftheentiredatasetgranule hm been ffled. If so, send a message to the
SCA to terminate, but allow further packets to be processed. This allows duplicate
packets to be handled and accounted.

Determine Memory R~uirements
Type: Data Process
tition: 2.2

Calculates the memory and backing store size requirements as a function of the
requested input dataset size, mode, or other parameters.

Determine Packet Location
Type: Data Process
tition: 4.1

Extracts the packet and scan cube number from the packet.

Determine Packet Parameters
Type: Data Process
Location: 3.1

Sets up and fills the store area with the parameters necessary to verify the packet
integrity. These packet parameters are derived from SCA information.

Dynamic Status Request
Type: Control Flow
Location: 1.14.3

A rquest from the SCA that processing information be posted into a return message.
See Dynamic Status Response.
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Dynamic Status Response
Type: Control Flow
htion: 4.31.4

An internal message
data processing task.

to the SCA thatindicatesthecurrentstatus(accounting)ofthe

Filled Cube
Type: Data Flow
Wation: 5.55.6

A scan cube of data that has been filled with all data from the
cube header. Metadata and scan cube completeness indicators

Get S/C Ancillary Data
Type: External Entity
Location: External

satellite, including the
to follow.

A external prmss that returns platform ephemeris and attitude data in the
neighborhood of the requested time.

Go
Type: Control Flow
htion: 2.43.1

An indication that tells the processor that the store areas have bmn defined and that
data pr=ssing can begin.

Granule Complete
Type: Control Flow
htion: 6.16.2

An indication that a granule of data is complete md that metadata determination can
begin.

Granule Outline
Type: Data Flow
Location: 2.4 Granule Structure

Addresses, si=s, and types of the MODIS granule store area. This includes disk and
memory ar=s. The store area values are initially defined with invalid data.
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Granule Structure
Type: Data Store
Location:

~estomge ~~forthe da~tgmule consisting ofmultiplesm cubes, multiple
scan cube headers, and a granule header. A scan cube consists of instrument science
and engineering data.

Granule and Metadata
Type: Data Flow
Location: 6.36.4

The completed granule and the completed metadata.

Granule w/Header
Type: Data Flow
tition: 6.3 Granule Structure

me completed granule with the header, containing information pertaining to the
granule as a whole.

Incomplete Cube
Type: Control Flow
btion: 5.16.0

An indication that a scan cube has not been completed. More packet data are
required.

Initialize Data Structure
Type: Data Process
Mtion: 2.0

Setup the memory areas (both memory and disk) for the output products (dataset
granule and metadata).

Level- 1A Product
Type: Data Flow
htion: PMS DADS

MODIS hvel- 1A products, verified by PMS (IMS) which are then passed to the
DADS for dissemination.
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Log Entry
Type: Data Flow
Location: 1.2,1.4 Prussing Log

A reeord to be posted in the ECS (or other) master Processing Log. This leaves an
audit trail in the legal sense.

Memory Allocation
Type: External Entity
Location:

An operating system memory (and disk) allocation routine. A process requests storage
allocation and the system returns error or Ioeation parameters.

Memory Requirements
Type: Data Flow
Location: 2.22.3

The derived sin of the Level-1A storage area needed to process this granule of data.

Metadata
Type:DataFlow
Location:5.6 Metadata Structure

Information derived from datasets that provides an understanding of the content or
utility of that dataset.

Metadata OK
Type: Control Flow
btion: 6.26.3

An indication that final granule metadata prmssing is complete.

Metadata Outline
Type: Data Flow
Location: 2.4 Metadata Structure

Addresses, sizes, and types of the metadata store allocation. This is used to set up
the metadata memory area and initialize that area with predefine values representing
invalid data.

Metadata Structure
Type: Data Store
htion:

The storage area for the MODIS Level-lA metadata values.
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Mode Store
Type: Control Store
Location: 1.0

A store containing all information necessary to determine the scope of processing to
be performed (i.e., begin and end time, number of packets, mode, etc.).

OK Packet
Type: Data Flow
htion: 3.23.3

A packet containing a flag indicating that it is correct.

Output Products
Type: Data Flow
Location: 6.4 PMS

MODIS Level-lA data product consisting of rnetadata and the Level-1A data granule.
This can be a standard, quick-look, or reprussed product.

PMS
Type: External Entity
Location:

Product Management System - Performs management of prmssti data, adds further
data quality information before passing the data to the DADS.

Packet and Counter
Type: Data Flow
htion: 4.24.3

The packet, along with the packet number and scan cube number. The counter
determines the location of this packet in the granule so that the packet is placed in its
correct location within the correct scan cube.

Packet Information
Type: Data Flow
Location: Packet Parameters 3.2

Size, ID location, etc. of packet structure parameters which are to be used to verify
that the correct packets have been r~ived from the DADS.
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Packet and Location
Type: Data Flow
tition: 4.1, 4.2

The packet along with tie location within the corr~t scan cube within the granule
where the packet will be pla~.

Packet Parameters
Type: Data Store
Location:

A storage area containing specifiers of the packet size, ID, etc.

Packet Placed
Type: Control Flow
Location: 4.35.1

A packet (subcube) of data has b~n placed into the proper granule location in
memory, paging if n~sary.

Packet Specifications
Type: Data Flow
hcation: 3.1 Packet Parameters

Packet parameters to be used for verification of the packet integrity (not instrument
data).

Paging Indices
Type: Data Flow
Location: Virtual Parameters 4.2

Internal pointers and flags that are used to manage the virtual to/from physical
addressing of the MODIS granule structure.

Perform Granule Virtual Translation
Type: Data Process
Location: 4.2

Determine if the scan cube location for this packet is currently in memory. If not,
perform the physidvirtual memory mapping with scan cube posting if rquired.
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Place Packet into Granule
Type: Data Process
Location: 4.0

Determines packet location, performs granule virtual translation, and updates
mmpleteness indicators.

Problems
Type: Control Flow
-tion: 2.1, 3.2, 3.3, 5.2, 1.4

These messages can signal an end of data input, signal bad or inappropriate data,
request an alarm generation, or other potentially catastrophic @robably stop
pr=ssing) problems. These are alarm messages.

Problems, Initialization
Type: Control Flow
Location: 2.1, 1.4

A message indicating that a potentially catastrophic problem has been detected, such
as not enough store space to process the data. This is an alarm, not an event.

Problems, Packet
Type: Control Flow
Location: 3.21.4

An alarm message: the process has encountered the last packet, or has enmuntered a
bad/illegal packet.

Process Control
Type: Control Transform
Location: 1.0

Handles the control functions of the processor. Interfaces with the context
environment via the ECS SCA pr~ss.

Processing hg
Type: External Entity
-tion:

bg of processing status records, time sequential events. This is not the current status
but a time based history of status events.
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Prtissing Mode
Type: Control Flow
Location: 1.2 ModeStore

A message containing the mode of processing to be performed. (i.e., standard
processing, reprocessing, or quick-look.)

Processing Status Information
Type: Control Flow
Location: 1.4 SCA

Information regarding the fault conditions and processing performance of this
processor. Status or mmpletion information from the MODIS pr-ss to the SCA.
May be abnormal, dynamic, or normal termination messages.

Request Memory
Type: Data Pruss
Location: 2.3

Ask the operating system for system resources to allow prtissing of this dataset.
This includes processor and disk memories.

S/C Ancillary Data
Type: Data Flow
btion: Get S/C Ancillary Data 5.4

Spamraft ephemeris and attitude data obtained from a database within the EOSDIS
system.

SIC OK
Type: Control Flow
Location: 5.45.5

An indication that the spamraft ephemeris and attitude data have b~n appended to
the proper scan cube structure.

SCA
Type: External Entity
Location:

Schedule, Control, Accounting. An ECS process to perform scheduling of Product
Generation System (PGS) programs.
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Scan Cube
Type: Data Flow
btion: 5.2

A set of MODIS instrument data that corresponds to a sw~p of the instrument mirror
or other scanning device. A scan cube has three dimensions: along track, across
track, and wavelength.

Scan Cube Determined
Type: Control Flow
btion: 5.06.1

All tests for a completed scan cube have b~n performed, no judgement is made of
the results of these tests.

Scan Location
Type: Data Flow
tition: 5.25.3

An indication that the instrument data within a scan cube has bmn processed and that
additional scan items need further processing.

Setup MODIS Data Stores
Type: Data Prowss
Location: 2.4

Determine and initialize all Level-lA stores - either in memory or on disk as needed.

Setup Processing Mode
Type: Control Transform
htion: 1.2

Derives the mode parameters, posts an entry to the system Processing Log, and starts
the show.

start
Type: Control Flow
htion: 1.22.1

Starts the process with initialization parameters from which the store sizes can be
calculated.
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Start Process
Type: Control Flow
Location: 1.11.2

The result of an “initiate processing” message type being passed to the MODIS
processor from the SCA.

Terminate Grawfully
Type: Control Flow
htion: 1.36.2

An indicator that instructs the process to finalize any remaining products, clean up
and return data stores to the operating system, and post/close any files used.

Transmit Granule and Data
Type: Data Process
tition: 6.4

Pass eitherthedataproducts(metaandgranule),orpointerstotheproducts,tothe
externalEOSDIS PMS pr~ssorforultimateinclusionintheDADS afterIMS
validationinput.

UTC Time
Type: Data Flow
Location: Wall Time 3.4

ECS universal time. Used to time stamp processor log entries and data packets (for
inclusion in the data cube).

Update Completeness Indicators
Type: Data Process
Location: 4.3

Set the bit for this packet location in the scan cube that indicates that these data have
been found. If a dynamic status has been requested, generate a response accounting
message.

Update the Metadata
Type: Data Process
tition: 5.6

Make any of the necessary metadata items current. An update process.
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Valid Packets
Type: Data Flow
Location: 3.44.1

Packets of subcube data that have passed packet, not data, sanity ch~ks such as
instrument ID, packet size, etc.

Verify In@ming Data
Type: Data Process
htion: 3.0

Perform sanity ch~ks on the raw packets for packet integrity and instrument
preliminary condition, and append a time stamp.

Verify Packet Structure
Type: Data Prtiss
btion: 3.2

Check for correct packet size, ID, CRC, and other sanity checks. Instrument data is
not included here.

Virtual Parameters
Type: Data Store
Wtion:

An internal store UW to k~p track of all counters and flags associated with the
mncept of a virtual demand paged storage allocation. This allows user defined page
sizes which are each expected to be several MegaBytes in length.

Wall Time
Type: External Entity
htion:

An ECS or operating system service that returns the current time.
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~ONS LIST
FOR MODIS LEVEL-lA PROCESSING SYSP’EM

1. Data will be stored as granules with a granule header. These granules are larger than the
scan cube but no larger than an orbit.

Justification: Many data processing activities are facilitated by the creation of data granules
of reasonable size -- memory and storage can be allocated, and processing software is easier
to write and handle. Granules must be created at Level-lA to produce metadata, a required
output product, which will be in granule format in order to describe a coherent part of the
data. Reasonably-sized granules also facilitate the recovery of data quality information,
particularly the data completeness and existence parameters. Such granules have been used
for many satellite sensors, with apparent success. Finally, md perhaps most importantly,
reasonably-sti granules are wnvenient, both in the data system design but also to users,
who are adjusted to operating with coherent sets of data.

2. MODIS packets will be provided with a secondary header that includes a packet squence
counter, and a scan sequence wunter (which increments once for each instrument scan). The
packet will be given a sequenw number (packet count) that starts at 1 for the first packet in
time (placed at the beginning of each scan cube) and increments until the end of the scan
cube. Each packet of data will be placed in its correct time-ordered squence within the scan
cube.

Justification: This information is required to insert packet data into the proper location in the
granule structure. It will be used to re-order the packets that may have been scrambled in
transmission. This capability is required for the pr~ssing of quick-look data and will be
handled by default in the processing of standard or reprocessed data.

3. A packet of MODIS data will not be spread across more than one scan cube. This
implies that the scan cube boundaries wincide with the packet boundaries.

Justification: A variable-block packetization scheme is inefficient and unlikely.

4. MODIS processing will not compare the instrument operating status as contained in the
Level-O data header with that contained in the Instrument Status Information.

Justification: Instrument Status Information will not be available for 2 days following the
downloading of Level-O data. Furthermore, it is the ICC’s responsibility to monitor the
health and safety of the instrument. Section 6.5.2.1.2 of the ECS Specifications, Telemetry
Processing Servim, states

“The ICC provides health and safety monitoring for its instrument. It receives
real-time or playback obsewatory housekeeping data and instrument
engineering data dir=tly from CDOS. For some instruments, instrument
engineering data received from CDOS may be embedded in science packets,

37



from which the ICC will have to extract the instrument engineering data. The
ICC extracts the relevant platform parameters and instrument housekeeping
data from the observatory housekeeping data stream. The ICC uses these data
for both short-term instrument health, safety, and performance monitoring
activities, and for instrument trend monitoring. ”

5. MODIS Quick-Look processing may rquire time-ordering, redundancy elimination, and
quality control measures not required for standard MODIS prmssing.

Justification: CDOS may not be able to provide routine processing services that meet Quick-
Wk data timeliness constraints.

6. All data packets with an Application Process IDI that designates MODIS data will be
retained in the MODIS tivel- 1A product.

Justification: Data addressed to MODIS will not be retaind by any other instrument service.

7. Level-1A processing is reversible, but not necessarily to re-create Level-O data w it was
originally stored in the DADS. Instead, re-created Uvel-o data may be time-ordered packets
of original data.

Justification: The time-ordering process in the Level-lA prmssing scheme will not keep
track of the order in which Level-O data were originally stored, thus exact reversibility is
impossible. Furthermore, duplicates will be removed, thus also making exact reversibility
impossible. However, the spirit of the reversibility requirement is to be able to recover the
fu~ set of instrument data. Our processing scheme meets this test. However, if Level-O data
is processedby CDOS as stated in the ECS Requirements Document, i.e., time-ordered data
with duplicates removed, then our processing involves no additional time-ordering or
duplicate removal, and exact reversibility is achievable.

8. Reversibility of Level-lA processing will be achieved through a separate program.

Justification: A separate program for reversibility is necessary to simplify the description
and design of a Level-1A system.

9. Spacecraft ancillary data will be obtained in a process external to the MODIS Level-lA
processing.

Justification: These data are required for all EOS instruments, not just MODIS.

lPacket address field as defined in “Packet Telemetry”, CCSDS 102.O-B-2, CCSDS Secretariat,
Code TS, NASA, Washington, D.C.
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10. The~vel-O &tipacke@ mdthe MODISprogm bacting stores2should bel~to
the computer performing the MODIS processing.

Justification: To optimize program execution.

11. MODIS processing will compare and evaluate instrument engineering values at both the
packet processing stage and at the scan cube processing stage.

Justification: Selwted instrument engineering data used to derive characterization quality
indications can not be determined until the entire scan cube of data has been received. This
implies that an engineering parameter may be more than a single byte in length and may be
dividd and transmitted in two data packe~. If an instrument engineering item is represent
by a single byte or smaller value, checking can be performed at the packet level (assuming
packet byte alignment). As the philosophy of Level-lA pr~ssing is to place all engineering
and science data packets into the data granule structure, there may exist a scan cube with
missing data somewhere in the scans or bands. MODIS Uvel- lB prussing may need valid
engineering data for calibration reasons, but Uvel- 1A does not. Level-1A will not alter any
data. In summary, science data is not ch~ked upon completion of a scan cube, only selected
engineering data.

2The MODIS system will function with two scan cubes in physical memory with the remaining
scan cubes of the granule stored on-line.
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EXTERNAL INTERFACE DOCUMENT
FOR MODIS LEVEL-lA PROCESSING SYSI’EM

This document describes the control and data interfaces between the MODIS Level-lA
processing system and external functions, datasets, and serviws. The external entities are
represented in Figure 4 as squares. Most of the services belong to ECS (EOSDIS Core
System). Sin= not all of the ECS functions are completely described and many are subject
to change, the MODIS Level-1A interfaces to these semi~s must be considered preliminary.
Many of the interfaces stated here are assumptions on our part. Assumptions not dealing
with external interfaces are contained in the Assumptions List.

1. ECS SERVICES

1.1 Scheduling. Control. and Accounting (SCA~

The SCA interfaceswiththeMODIS Level-1Apr~ssingsystemintwoways:1)itserves
asmntroltotheMODIS system(itsendsmessages@ theMODIS system)and2) itrtiives
processing status information (it receives messages @ the MODIS system. All messages
go through an internal MODIS process wntrol (Function 1.0 in the data flow diagrams)
before going to the SCA.

1.1.1 Control. The SCA external entity is the master controller of the ECS Product
Generation Systems (PGS), of which MODIS is a component. This SCA function controls
the MODIS data processor by four methods (see Functional Requirement B, and associated
data dictionary): 1) initiate execution, 2) suspend execution, 3) resume execution, 4) cancel
execution, 5) request processing status information, and 6) select processing mode.
Processing status information includes a “dynamic status request”. These controls are
implemented as messages to the MODIS processor.

a. Initiate Execution: This is a message that the MODIS system obtains from the
SCA to begin performing any actions. The message contains information the
quantity of data to be produd (output granule size), possibly the packet
parameters and instrument IDs, and a ffle name (or other indicator) indicating
the location of the MODIS Level-O Data with i~ associated ancillary data
(either as a metadata file or special record with the hvel-O Data).

b. SusDend Execution: Tells the MODIS system to stop processing -- no
shutdown procedures are enacted (i.e., close data files), nor are any messages
sent to SCA.

c. Resume Execution: This message can follow either a “suspend execution”
message or a “terminate gracefully” message (describd later). In either case,
the MODIS system picks up where it left off and continues processing.

d. Cancel Execution: This is an asynchronous message generated by the SCA
that tells the MODIS processor to perform a termination of processing. The
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contents of this message indicate an abort termination or a gramful
termination. The MODIS processor returns a post-prussing message
indicating that the requested termination has been performed. The MODIS
process can then be removed from memory or restarted as n~essary. A
restart involving an abort termination requires an “initiate execution” message,
while a graceful termination message is usually followed by a “resume
ex~ution” message.

e. Dvnamic Status Reuuest: This is a message sent to the MODIS system
indicating that a dynamic status response message is to be generated. The
MODIS system looks for the presenee of this request message at selected
points in the data flow processing by interrogating the operating system. If a
message is present, a return message is generated. The rquest message ean
be generalized (enhanced) by adding parameters that indicate the format or
content of the MODIS processor generated response message.

f. Select Proeessin~ Mode: A message generated before the “initiate execution”
message that determines the type of processing to be done, i.e., standard,
reprocessing, or quick-look.

1.1.2 status

The MODIS Level-1A processing system is required to send the SCA processing
performanm (see Functional Requirement C) and fault (ex=ption) conditions. Processing
performanm messages include post-processing reports and dynamic status response, which
are solicited by the SCA md fault conditions include alarms and events, which are
unsolicited messages.

a. Post-Processin~ Remrt: This is the final amunting message to the SCA that
indicates the termination status of the MODIS Level-lA process. It is posted
to the operating system for retrieval by the SCA upon MODIS termination.
The amunting message contains the file name (location) of the ouput data
granule and metadata products, an indication of the quality of the processing
(criteria to be determined), and an indication of the quantity (size) of the data
produced.

b. Dvnamic Status ResDonse: This response message to a dynamic status request
message contains the information nassary for the SCA to determine the
processing status upon request. This includes the number of expectd and
already processd packets, spacaraft (S/C) start and stop times of the
completed packets, an estimate of the percentage of granule completion, and
an indication of the quantity of data product produced up to this time. An
indication of data quality may also be included.

c. Alarm: This is an unsolicited message from the MODIS system to the SCA
indicating that a serious problem has occurred within the MODIS system that
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could lead to generation of invalid data. The contents of this message indicate
the nature and seventy of the problem. The message is expected to have
indicator flags (prdefined error values) as well as a character-based message
for operator display. Alarms are called problems in the diagrams and the data
dictionary.

d. Event:ThisisanotherformofanunsolicitedmessagefromtheMODIS
systemtotheSCA. Thismessagecontainsindicatorflags(themeaningof
whichispre-determined)foranomaliesbetweenthetelemetereddataandthe
MODIS InstrumentStatusInformation.An eventrepresentsa non-catastrophic
occurrence and does not indicate a serious problem with the processing.

1.2 Data Archive and Distribution Svstem (DADS~

The DADS is the primary storage area for MODIS data and the MODIS Instrument Status
Information. It may also be the storage pla~ for the spa~raft ancillary data. The MODIS
Level-lA program will, using the fde name indicated in the SCA “start” message, ask for the
MODIS Level-O Data from the DADS using a normal operating system, file-based, data
access query. This will include an indication of the validity of the file record transfer with
any emor conditions. This is a synchronous transfer using operating system-supplied
handshtig.

1.3 Product Mana~ement Service @MS]

The PMS will ampt the MODIS Level-1A Data products consisting of the MODIS science
and engineering data in MODIS Level-1A granule format, the MODIS Gvel- 1A metadata,
and the MODIS Level-1A quick-look products. The data may enter the PMS either directly
from the MODIS system or through the SCA. If the data are pasti dir~tly from the
MODIS system, it will be as file names (pointers), The fde names will then be transmitted
to the SCA in a termination message and posted in a message to the PMS processor. If the
data is passed dirmtly to a concument PMS program, then the data records will be
transmitted using a handshaking protocol betw=n the PMS and MODIS programs.

2. NON-ECS EXTERNAL FUNCTIONS

2.1 Get S/C Ancillarv Data

This function finds the spacwraft ancillary data for appropriate times at its stored or
available location. This information is required for navigation and data quality assessments
performed at Level- lB processing. For the MODIS Level-1A prmss, at a minimum, this
includes the spacmraft (S/C) ephemeris and attitude information consisting of the ten
time-basal S/C packets of ephemeris and attitude information localized to the MODIS scan
cube time. In addition, there may be a requirement for the scan positions, and operating
status of other instruments, since these may affect MODIS observations. Since these data are
likely to be required by other sensors, this function may be an EOSDIS function. In this
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case, the format of the rquest to this process will indicate the items of interest to the calling
process.

3. EXTERNAL DATABAS=/MEMORY

3.1 Pr~ssinP Log

The Processing Log is a database which is created by the accumulation of status response
messages. It is internal to the MODIS processing system and applies for all MODIS
processing. It is not limitd to Level-lA, and so is mnsidered external to the MODIS Level-
lA system. The purpose of the Processing bg is to allow other programs and databases to
determine when prussing has been started, stopped, suspended, or othewise managed. It
is used to prove that the MODIS system has performed certain tasks and when those tasks
were initiated and completed.

3.2 Memorv Allocation

The Memory Allocation entity (probably the operating system) a~ts requesw from the
MODIS system for computer memory resourm, both disk-based and memory-based. A
request for disk-bad memory will include the size of the disk area required. The external
process will return the fde name (implying the location) or an error indication. As some
operating systems will not pre-allocate disk spa~, the MODIS program will guarant= pre-
dlocation by filling the disk space with invalid data. A request for computer memory will
contain the size of the memory required; the external entity will return the local addresses or
an error condition.

3.3 Wall Time

Operating system current time. The returned current time may be in a wmpacted format
such as rnilli=onds from the begiming of 1990 (or similar). It is used for internal
aaunting purposes, for the audit trail, and for the Processing hg.
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MODIS LEVEL-1A GRANUL E STRUCTURE

In the logical visualization of the Level-1A granule structure, the granule is compos+ of an
integer number of scan cubes. The scan cube, in turn, is composed of an integer number of
packets. These three increments of data, the packet, the scan cube, and the granule, form a
hierarchy in which the packet is a subset of the scan cube and the scan cube is a subset of the
granule. Each increment contains a header describing information that pertains to the increment.
The packet header contains the packet ID, start and stop times of the packet, etc. The scan cube
header mnta.ins start and stop times of the scan cube, the number of valid packets, tilt, etc. The
granule has its own granule header appended at the beginning of the granule structure, that
contains information pertaining to the granule as a whole (e.g., number of valid scan cubes in
the granule, starting and ending times of the first and last scan cubes, etc.).

The scan cube is filled with packets and the granule with scan cubes. The resulting granule
structure is shown in Figure 11, illustrating the relationship betw=n the data increments.

The si= of a cube of data is = 0.5 megabytes for MODIS-N and = 1.6 megabytes for
MODIS-T. Since the granule is composed of many cubes (an orbit of data would produce =
2 gigabytes of MODIS-N data), it is too large to fit into a reasonable amount of computer
memory. Thus, to process the incoming granule of data, demand paging is proposed. The
computer memory for the data granule is sized to hold two cubes of data at the same time. The
remaining cubes of data will be swapped between a disk backing store and the computer
memory. It is assumed that sufficient disk storage can be pre-allocated before processing of
incoming data begins.

Standard Level-O data are required to be time-ordered by CDOS. However, there is no such
requirement for quick-look data. For quick-look data, the packets are generated at the
instrument in a time-ordered sequence but may be rweivd at the EOSDIS facility in a slightly
non-time ordered sequenm due to the nature of the store and forwarding intermediate data
transmission steps. In other words, the locality in time of the tival of packets will be time-
ordered but will include a random small delta time offset. The probability that packets will be
plad within one scan cube location in any time interval is large and the probability that
sequential packets will be scattered across more than two scan cubes is extremely small.
Therefore, keeping two scan cubes in memory at a time will allow an extremely high probability
that the cube in which the packet belongs will be in memory. This approach solves the quick-
look problem, and comes at small or no cost to standard processing. After the packet is placed,
a bit is set.

The backing store is managed by the MODIS Level- 1A program and consists of a disk file with
random direct access. This disk file will contain the output data product at the completion of
the processing, and the ownership of this file can be passed to subsequent processors by name
thereby eliminating an actual transfer of data. The metadata file will not have a backing store
and must be passed dirmtl y.
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DATA QUALITY INFORMATION PROVIDED
BY MODIS LEVEL-1A DATA PROCESSING SYSTEM

It is an ECS requirement that data quality information be provided by the data processing
systems. However, in keeping with our simple and mnservative design of the MODIS Level-l A
system, data quality information is limited. All data quality information generated by CDOS and
contained in the Level-O data @eader or actual data) will be retained and passed through the
tivel-lA data system.

There are only two types of data quality information generated by the MODIS Level-lA
processing system.

1. Data Completeness Information. This is the number of data values pr~ssed and
available in the data increment (scan cube or granule) for subsequent pr~ssing.
ScarI cube completeness information will include number of scan lines, number
of bands, and number of pixels available. Granule completeness information will
include number of scan cubes available. This information will be included in the
scan cube and gmule headers, and in the metadata, and will be sent to the
Scheduler and Processing Log.

2. Identitv Verification. This is information stating that all indicators in the hvel-O
data (i.e., packet ID) show that this is MODIS dab, and they are confumed with
the general format of the data. This information will not be retaind, but an
inmnsistency will generate an alarm (“problems, packet”) to the Scheduler.
Another identity verification check is to wsess packet length. Again if the packet
does not have the mrrect length, an alarm is sent.

No data quality check failure will result in cancellation of processing by the MODIS
system. All data quality ch=k failures only result in alarm or event messages sent to the SCA
with no further action initiated by the system. This emphasizes the conservative nature of the
processingdesign.However,theSCA may requestsuspensionorcancellationatanytimebased
on themessagessentby theMODIS systemorforotherrmons.
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