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�
ACTION ITEMS








No.	      Due Date		Item





1		10/22/93		[Ed Masuoka]  Make comments on MAS user's Guide.					STATUS: Open. (Assigned 10/15/93)





2    		11/19/93      		[Ed Masuoka]  Have Karl Anderson's group look into 					installing fonts with larger type size on Pan's Xterm to 					improve ease of reading test.


                   				STATUS: Open. (Assigned 11/12/93).





3    		1/13/94      		[Al Fleig]  Develop a plan and schedule for test data set and 					simulated data set generation consistent with Beta software


                    				delivery schedule.


                    				STATUS: Open. (Assigned 11/12/93.)





4    		1/28/94       		[Paul Hubanks] Write a memo to EOS documenting our 					understanding of how the DAACs handle data granules and 					associated metadata.


                    				STATUS: Open. (Assigned 1/14/94)





5   		1/28/94       		[Shahin Samadi, Tom Goff] Determine the feasibility of 					using a bulletin board such as Gopher for the MAS 						Processing Status. Can it be used at RDC?


                    				STATUS: Open. (Assigned 1/14/94.)





6    		1/28/94       		[Shahin Samadi, Tom Goff] Propose a way to maintain an 					ongoing "issues" file in order to track SDST-wide issues.


                   				STATUS: Open. (Assigned 1/14/94.)





�
MODIS Airborne Simulator (MAS) Status





Paul A. Hubanks








1. MAS Processing Status:


					


Experiment


(Total Tapes)�
Calibration Version


(Date Released)�
Tapes Processed


(Date Completed)�
Expected 


Completion �
Output 


Format�
Comments�
�
FIRE II Cirrus


(13)�
FIRE King 1.0


(05/92)


�
13 of 13


(08/92)�
done�
NetCDF�
Calibration error


 found�
�
�
FIRE King 1.1


(08/93)


�
1 of 13


(currently 


processing!)�
28 Feb 94





�
HDF�
�
�
ASTEX


(10)�
ASTEX King 0.0


(09/92)


�
2 of 10


(11/92)�
done�
NetCDF�
Calibration error 


found after processing


 2 tapes�
�



�
ASTEX King 1.0


(07/93)


�
10 of 10


(08/93)�
done


�
HDF�
INS/MAS clock


 problems found.


 Metadata substandard.  �
�






�
ASTEX King 1.0


(07/93)


�
1 of 13


(currently


 processing!)�
28 Feb 94�
HDF�
�
�
TOGA


COARE


(15)�
�
�
?�
HDF�
Awaiting calibration


from Dr. King's


group�
�
CEPEX


(13)


�
�
�
?�
HDF�
Awaiting calibration


from Dr. King's


group�
�
SCAR-A


(9)�
SCAR-A King 0.0


(09/93)


�
3 of 9


(09/93)�
done�
HDF�
Only 3 tapes were 


requested to be


 processed.�
�
�
SCAR-A King 1.0


(expected 01/31/94)


�
�
31 Mar 94


 �
HDF�
Awaiting calibration


from Dr. King's


group.�
�
			





�
Processing Done:  Output Tapes "held" (Old Format)�
�
�
Processing Done:  Output Tapes available�
�
�
Currently Processing:�
�
�
Processing "held" for Calibration:�
�
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HDF Constraints





Philip E. Ardanuy








Reference: Technical Evaluation of HDF 3.3r1 and r2, Interoffice Memorandum to AES Design File by Steve Larson/JPL, January 10, 1994.





The chief conclusion of the above-referenced Airborne Emission Spectrometer (AES) study on the utility of HDF was that "the current version of HDF cannot be used for AES data files without significant loss of performance and degradation of internal data organization."  Of the three different implementation strategies chosen, only one completed the test suite without catastrophic failure, with that method performing "memory to disk transfer at only 10% of the best performance attainable using UNIX I/O, which in turn was only 2/3 of the performance supported by hardware."





Other concerns included:


	•	limits on size of Vdata objects


	•	data model does not include optimal heterogeneous data structures


	•	inconsistent error handling and detection


	•	unconstrained memory usage


	•	poor I/O buffering


	•	maintenance changes to interface routines that break existing code


	•	other maintenance-related issues





The study recommended that HDF implementation be postponed until the most serious HDF problems were fixed, the Level 1A file format remain in its current state, and that HDF be implemented at Level 1B by means of a translation utility rather than integrated with the current Level 1B code.





1.	Memory Alignment: Sun word alignment (structure padding) and the HDF Vdata interface (no padding allowed) caused incorrect data in subsequent fields.





2.	Vdata Element Size Limitations: Element sizes over 30 a KB limit caused a segmentation fault within the HDF library. 





3.	Disk Storage Requirements: HDF disk space efficiency is "in the hands of the application." Appropriate packaging can keep overhead to 0.5% to 1.0%.





4.	Virtual Memory Requirements: Lack of deallocation of internal buffer space, and attempted allocation of duplicate internal buffers caused failures as a result of insufficient memory.  A substantial overhead in kernel CPU time and physical paging was incurred.





5.	Error Handling: "what one would expect from a system whose development took place in an ad hoc, academic environment....error handling in HDF was not well thought out, and does not integrate well with a production-oriented system."





Run Time Performance: Test runs with less than 100 elements were indistinguishable; however, at 1,000 elements inefficiencies in creating Vdatas and linked block structures caused a 50x increase in CPU time.





In conclusion, the current HDF implementation raises concerns about both performance and maintainability in routine, high-volume MODIS standard product generation environment.


�
MODIS Level 1A Design





Thomas E. Goff








1.	The Level 1A design effort has been concentrating on the contents and format of the L1A output data structure, specifically the methods to be employed to delineate the various components of the scan cube. A presentation illustrating the structure of the scan cube will be given at this SDST meeting.





2.	A bulletin board system (BBS) for UNIX computers is available in the public domain and is also available in a precompiled form from Ready-To-Run Software (Quite inexpensive). I will determine if this software can be exercised via telnet in addition to direct modem connections. A direct modem connection to the modis1 computer would facilitate access to all available modis computer systems when the GSFC phones and/or modem pool are unavailable.





3.	The HP LaserJet 4si MX is awaiting the networking software (HP p/n J2374A) in order to be functional on the network. 


�
MODIS Geolocation Status





Jim Storey








1.	MODIS Level 1A Geolocation Software Design





	The geolocation software design efforts for this week have concentrated on adding detail to the data dictionary entries. Parametric geolocation and geolocation QA are the only remaining DFDs requiring work.








2.	MODIS Geolocation Prototyping





	The AVHRR processing prototype code has been successfully installed and tested on the


	MODIS-xl system.








3.	MODIS Geolocation Transition





	All MODIS geolocation related computerized and hard copy files have been transferred to Robert Wolfe as part of the transition of responsibility for MODIS geolocation. I will continue to be available on a part time basis in my new position with Hughes' Reston office.








�



MODIS Level 2 Shell Development





J. J. Pan








Status:





1.	I have received a lot of useful suggestions and comments from the MODIS SDST on the Level 2 Shell Software Requirements Document. I am working on the 4th version of the Level 2 Shell Software Requirements Document. The document shall be available in a week.





2.	I have developed three small C programs and a simple Shell script to simulate the data access from a shared memory segment. These programs and the script worked on the HP Xterm. The exercise I have done so far is to make sure that the Level 2 Shell can handle the I/O redundancy if we need utilize the shared memory segment approach to achieve the goal.





	These programs use system calls to control data input and output. The system calls used in this exercise include the following functions:





		a.	Specify the name of a shared memory segment.


		b.	Get the shared memory segment ID.


		c.	Attach the shared memory segment.


		d.	Write data to the shared memory segment.


		e.	Detach and remove the shared memory segment at the end of the process.





	I will improve the script and enhance its capabilities in the next two weeks. My goal is to get familiar with the characteristics of these parameters used in the system calls, so that these system calls can be replaced by the PGS toolkit when it is available in the future.





�
MODIS Land Prototype





Ruiming Chen





	


1.  Land Cover Test Sites Prototype





	I established the registration process between the AVHRR biweekly images and the TM Plumas image band 4 by using the lake bit map which is coregistered with the AVHRR images.  The registered bit map was evaluated by Aaron Moody at Boston University and proven to be good.  Upon Mr. Moody's requirement, I registered the 19 NDVI layers in the 1990 AVHRR biweekly CD ROMs using the same steps of processing and the same control point segment generated from the lake bit map.  The registration process is:





	a.	Generate a 500x500 window from the NDVI layer which covers the whole area


		of Plumas shows on the TM band 4.


	b.	Transform the window image into grid format in arc/info.


	c.	Project the grid file from the Lambert Azimuthal Equal Area Projection to the


		UTM projection using arc/info.


	d.	Transfer the projected grid file back to the image file using arc/info.


	e.	Register the projected image window using the ground control point 


		segment generated by the lake layer bit map using PCI.





	All the 19 registered NDVI images have been sent to Boston University.





2.	Snow Cover Prototype





	I talked to Drs. Dorothy Hall and George Riggs on the processing of the AVHRR GAC images I ordered from Goddard DAAC.  They suggested that I apply the snow cover program Riggs submitted to SDST to the data first, and then generate the weekly composite.  The main purpose of this practice is to test whether the algorithm can distinguish between clouds and snow, and whether one week would be appropriate to show the dynamic change of the snow cover.  They also hope that the level 3 snow cover product can be projected in a certain polar projection.  The input data of Riggs program is AVHRR Level 1B while the GAC data is level 3 which has already been radiometrically calibrated, atmospherically corrected, projected to Goode Homolosine projection, and put in HDF format.  So, the program needs to be revised for this practice.








�



MODIS SDST Document Schedule











Document


�



Status�



Estimated Completion�



Responsible Individuals�
�
ATBD meta-documentation


�
completed�
�
Al�
�
Configuration Management Plan


�
draft�
�
Sue�
�
Level 1A Preliminary Design Report


�
�
March 31�
Tom, Jim, John �
�
Level 1A Baseline Requirements 


�
completed�
�
Lloyd, Tom, Carl, Jim�
�
Level 1B Requirements Report


�
�
�
J. Barker, Tom, J. Harnden�
�
Level 2 Shell Requirements Report


�
draft�
�
J.J., John C.�
�
MAS Level 1B Data Processing Guide


�
�
April 30�
Paul Hubanks�
�
MAS Level 1B Data User's Guide


�
draft�
�
Paul Hubanks�
�
MODIS Earth Location Error Report


�
completed�
�
Al, Jim, Paul�
�
Operations Concept


�
revision�
�
John, Carl, J.J., Jim, Tom�
�
Prototyping Plan


�
outline submitted�
�
Ed, Phil�
�
Quality Assurance Plan


�
�
March 31�
Sue�
�
Science Computing Facility Plan 


�
completed�
�
Ed Masuoka�
�
Software and Data Management Plan 


�
completed�
�
Carl, Ed, Al, Lloyd�
�
Software Guidelines/Programming Standards


�
�
Dec 31�
Carl, Tom, John �
�
Software Test Plan


�
�
June 30�
Sue, Phil�
�



�
�
�
�
�






�
��
��
�





�











