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PRESENTATION





June 24, 1994








ACTION ITEMS








	      	Due Date


No.	     	Old Due Date		Item





1		6/10/94		[Kaltenbaugh] Check with SGI (telephone 1-800-800-4SGI) 					to see if they have anything like Purify for their machines.


					STATUS:  Open. (Assigned 6/03/94).





2		6/17/94		[Kaltenbaugh] Schedule a meeting to adopt a standard for the 					SDST Library of Functions and Tools.


					STATUS:  Open. (Assigned 6/10/94).





3		6/17/94		[Kaltenbaugh, Solomon] Give the design considerations for 					building the interface between the SDST Library of 						Functions/Tools and the science applications.


					STATUS:  Open. (Assigned 6/10/94).





4		6/17/94		[Kaltenbaugh] Develop a plan for testing the SDST 						Functions and Tools software using a "golden orbit" concept 					such as Pathfinder's.


					STATUS:  Open. (Assigned 6/10/94).





5		6/30/94		[Wolfe] Prepare a Geolocation ATBD.


		5/15/94		STATUS: Open. (Assigned 3/04/94).





6		7/08/94		[Fleig] Outline a plan for the delivery of synthetic data.


					STATUS: Open. (Assigned 6/17/94).





7		7/08/94		[Hucek] Determine MODIS science algorithm dependencies 					on other EOS instrument data.


					STATUS:  Open. (Assigned 6/17/94).
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MODIS Land Prototype





Ruiming Chen








1.  Global Fire Product Prototype





	I have revised the global fire program to use the MODIS toolkit Tom and Ginny have developed.  The program has not been tested using the simulated scan cube data Ginny put on modis-xl.  The reason is: the fire algorithm is a window based algorithm, the data Ginny put on modis-xl are spatially flipped within the scan cube (as real MODIS data will be), so the pixels at the end of one scan cube are not spatially adjacent to the next scan cube.  Ginny is writing more routines for the toolkit to flip the scan cube back so the window based algorithm can use it.  There are some other findings in this practice that might be useful for the future prototype work.  Some of them have already been discussed for a while.





•	Since the fire algorithm is based on windows, it requires that the lines and columns of the scan cube be known.  As I learned from Ginny, the number of lines of scan cube is always going to be 10 pixels, but the column size of the scan cube varies from orbit to orbit, and it is stored in the header of the orbit.   In the fire program, the columns are defined in the header.  So, we may need a function in the toolkit to return this column number for each orbit so it can be passed to the science functions when needed.  





•	The bowtie effect causes overlap pixels at the edge of the scan cube.  The pixels in the window of the fire algorithm may be overlapped.   The current fire algorithm has not considered this factor and it assumes that the pixels in a window are adjacent to each other.  So, some discussion may be needed with the scientists on this problem.  One strategy to solve the problem may be to use the rectified data in the processing.





•	A similar problem also occurs when the processing is crossing the orbits since there are overlaps between orbits at higher latitudes.  When the processing is close to the left and right edges, pixels from the adjacent orbits might be needed if the overlap is not big enough to cover the window.  This may affect the timing of the processing for the window based algorithms since the data of the next orbit may not be available yet when we are processing the current available orbit.  This will also raise the question of how many scan cubes we need to store in the shared memory if we use shared memory for the window based algorithm.  It may increase the program complexity enormously  for the scientists too.  Another strategy to solve the problem may be to simply ignore half the size of the window pixels at the left and right edge of the orbit which is probably better since there are overlaps between the orbits at higher latitudes.  There are not many pixels which will remain unprocessed compare to the total number of pixels on the globe.





•	To change the I/O interface of the program using the toolkit, the science programs need to be called as subroutines .  However, the programs of the products we received from the beta delivery all have their own main programs.  So, the I/O part of their main programs need to be modified to use the toolkit and everything else in the main program to be changed as subroutines.  Some of the subroutines need to be modified too if the new I/O interface affects them.  The amount of work may vary from product to product.  


�
2.  Snow Algorithm





	I made Dorothy Hall some view graphs taken from the 7-day composites I generated using the AVHRR Pathfinder data (Jan. 1 - 7) last week.  She was satisfied with the view graphs.  After discussions with Vince Solomonson, she said she'd like me to produce more clear/cloud view graphs using the data from the last 10 days of  January and last 10 days of February of 1988 which have time overlap with the SSMI data she has.  At the same time, she asked George Riggs to continue working on the snow algorithm for the AVHRR data so I can incorporate it into the processing.  I am processing the data of January 21 - 30.   The February data is not available right now.  I have contacted Goddard DAAC, and they will have it ready for me ASAP.
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MODIS Level 2 Shell Development





J. J. Pan








Status:





1. I spent most of my time improving the functions of two Shell software subroutines that have been  provided for the prototyping test: 





(1) MOD_SHL_GetProduct(char *Product, long *iscancube, long *npixels, long **data) 


-- This subroutine is used to get a data product from either a file or a shared memory.





(2) MOD_SHL_PutProduct(char *Product, long *iscancube, long *npixels, long **data) 


-- This subroutine is used to put a data product into either a file and/or a shared memory.





Steve Berrick and I have just finished an end-to-end test using these subroutines and other subroutines provided by Tom Goff to generate a pseudo NDVI product. However, I will continue to test their performance and make the routines more user-friendly.





2. I also spent a little time reviewing part of the ECS System Design Specifications. I found three subsections in this part: (1) Data Management Subsystem, (2) Planning Subsystem, and (3) Data Processing Subsystem very important to Shell design. I will read these sections again after the prototyping test.
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MODIS SDST Documentation Schedule





John Crocker








Document


�



Status�



Scheduled


Completion�



Estimated Completion�



Responsible Individuals�
�
ATBD meta-documentation


�
completed�
�
�
Al�
�
Level 1A Baseline Requirements 


9/01/93�
completed�
�
�
Lloyd, Tom, Carl�
�
MAS Level 1B Data User's Guide


3/30/94�
completed�
�
�
Paul Hubanks�
�
Science Computing Facility Plan 


9/07/93�
completed�
�
�
Ed Masuoka�
�
Software and Data Management Plan 


8/01/93�
completed�
�
�
Carl, Ed, Al, Lloyd�
�
�
�
�
�
�
�









Documents in Progress





Level 1A Preliminary Design Report


�
draft�
March 31�
March 31�
Tom, Robert, John �
�
�
�
�
�
�
�









Documents on Hold





Configuration Management Plan


�
draft�
�
�
Sue�
�
Level 2 Shell Requirements Report


�
draft�
�
�
J.J., John C.�
�
An Analysis of MODIS Earth Location Error , 9/01/93�
revision�
�
�
Al, Paul�
�
MAS Level 1B Data Processing Guide


�
draft�
�
�
Paul Hubanks�
�
PGS DP Operations Concept


9/13/93�
revision�
�
�
Ed Masuoka�
�
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