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ACTION ITEMS








	      	Due Date


No.	     	Old Due Date		Item





1		6/10/94		[Kaltenbaugh]  Check with SGI (telephone 1-800-800-					4SGI) to see if they have anything like Purify for their 					machines.


					STATUS: Open. (Assigned 6/03/94.)





2		6/17/94		[Kaltenbaugh, Solomon]  Give the design considerations for 					building the interface between the SDST Library of 						Functions/Tools and the science applications.


					STATUS: Open. (Assigned 6/10/94.)





3		6/30/94		[Kaltenbaugh]  Develop a plan for testing the SDST 						Functions and Tools software using a "golden orbit" concept 					such as Pathfider's.


					STATUS: Open. (Assigned 6/10/94.)





4		6/30/94		[Wolfe]  Prepare a Geolocation ATBD.


		5/15/94		STATUS: Open. (Assigned 3/04/94.)





5		7/08/94		[Fleig]  Outline a plan for the delivery of synthetic data.


					STATUS: Open. (Assigned 6/17/94.)





6		7/08/94		[Hucek]  Determine MODIS science algorithm dependencies 					on other EOS instrument data.


					STATUS: Open. (Assigned 6/17/94.)
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MODIS Land Prototype





Ruiming Chen








1.  Global Fire Product Prototype





	I continued to work on revising the fire algorithm using the toolkit library as the I/O interface.  The program was revised to ignore 10 columns at the left and right side of the orbit.  However, more problems were discovered with the window based algorithm using MODIS scan cube data.  Several issues may be useful to be discussed.





•	Issues in processing by chunks or not 


	Previously I had planned to process one orbit of data chunk by chunk for the fire algorithm because of its window based nature.  It is one of the ways to process the window based algorithm using the current available toolkit.  Since one scan cube has 10 lines and the fire algorithm has 21x21 window, at least 3 scan cubes would be needed to be in one chunk.  The size of the chunk can be as big as one orbit.  But too big chunk could cause memory problems. To deal with the window based algorithm in generic term, it may be better to fix the chunk size.�
 I discussed this issue with Ginny, she suggested the size of a granule.  We felt it is a feasible size if it is bigger than the largest window requested.  There could be a function called "GET_GRANULE" in the toolkit.  When I discuss this issue with Phil, he proposed another solution.  He proposed that we provide a function called "GET_WINDOW" in the toolkit.  The input is the indices of the pixel in the scan cube to be processed and the output is an array of pointers pointing to the radiance of the pixels in that 21x21 window.  I think this method is more user friendly for the scientists.





•	Variable number of columns


	According to Tom, the number of columns of a scan cube may be a variable (even within one orbit).  This causes a problem in the chunk processing method since I would not be able to know the size of the array I need to declare for one chunk in the fire program.  Again, Phil's method may be better since the indices problem is taken care of by the toolkit and scientists do not have to worry about the changing number of columns.











•	Drift from scan to scan


	The earth rotation causes a drift of the pixels from scan to scan.  So the pixels at one scan cube is not exactly lined up with the pixels at the next scan cube within one orbit. The drift is 0.7km at the equator.  If we pick up a 21x21 window in one orbit, it is not an exact "square".  Tom, Robert and I discussed this problem on the Wednesday meeting.  At one point we felt that some geolocation information may be needed to get the right window.  Then, as we discuss it more, we feel that since the fire algorithm is only looking for the background pixels, and drift is not bigger than a pixel, it may not matter that much that the window is not a exact square.


	


2.	Snow Algorithm





	Because the current snow algorithm I use still have some problem to distinguish the snow and the cloud using the AVHRR Pathfinder data, Dorothy Hall dropped the request of process either the cloud and the snow including the processing of the weekly composite.  However, she still need me to extract the individual bands of two time periods (Jan. 21-31, 1988, Feb. 19-28, 1988) from the AVHRR Pathfinder data and subsample North American area from the images.  I have finished the first time period (Jan. 21-31, 1988) and am working on the second time period.  I plan to finish the processing by the end of this week.





Geolocation Prototype





	I began to read the Geolocation ATBD to prepare myself for the geolocation prototype.  Robert Wolfe had walked me through the ATBD and had some of my questions answered.  I will begin to code the Terrain model part of the geolocation and hopefully have some prototype code done by the end of next week.





Other





	Penny had installed the HDF support software PCI provided and I had succeeded a little test using the software.  The routine is called FEXPORT which can put a 8 bit or 16 bit binary image to HDF format.
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MODIS Level 2 Shell Development





J. J. Pan








1.	Prototyping Status:





	•	Two high level Shell tools (i.e., MOD_SHL_GetProduct and MOD_SHL_PutProduct) now work on both MODIS1 (HP) and MODIS-XL (SGI). 





	•	Provided concerns and suggestions on SDST tools to Ginny Kalb and received prompt help from her.





•	Provided source code to Sue Kaltenbaugh for her comments on the coding standard and relevant comments.





•	Provided an example of using the Shell tools to NDVI, LST, FIRE and Cloud Cover code developers (the NDVI end-to-end test is done) and will assist when necessary.





•	Discussed the generation of metadata file in HDF format with Paul Hubanks and Steve Berrick. The Shell tools will be enhanced to handle metadata files.





2. Plan for the Near Future :





•	Enhance the Shell script to simulate the manipulation of configuration parameters for different events (e.g., error handling, status reporting, etc.)





•	Update the algorithm dependency diagram.


�
Configuration Management





Sue Kaltenbaugh








1.	As response from SGI on a Purify-like product does not seem likely in this century, I did a little research on my own and found Insight by Parasoft Corp. to be one of the closer products. According to the literature, it detects large classes of programming and run-time errors including location of memory leaks. Insight has some advantages over Purify including checking for shared memory leaks. It has some disadvantages including that the code needs to be recompiled to use it. Insight has a site license of $5000. 





2.	Carol has been running the management reports for missues under DDTS and has found some problems. Messages will be sent to DDTs.
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MODIS Level 2 Software Integration





Jon Robinson








The license server for CASEVision has been installed -- Thanks to Dan and his friends for getting that up while I was on vacation.





Worked with CASEVision Tools to familiarize myself with them:





Used CASEVision debugger to find and remove bugs in reduce program.





Used cvusage to measure resource utilization on two versions of reduce, one based on pointers the other based on arrays.





Result:  pointer version almost 2/3 as long to run as array version.





Discussed alternatives for cloud algorithm.


Issue:


	Cloud algorithm, clavr, received from pathfinder, uses 2x2 physically adjacent pixels.  For AVHRR pixels, adjacent storage locations in 2D array are physically adjacent, this is not necessarily so with MODIS data.





	A prototype that would really process MODIS data with this algorithm will need to determine or have access to the addresses of 4 adjacent pixels.  A method to accomplish this economically has not been devised at this time. 





	Decision was made to write prototype that would process scan cube format AVHRR data with implicit 2D array relation and no bow tie effect. 








�
�



�
�



MODIS SDST Documentation Schedule





John Crocker











Document


�



Status�



Scheduled


Completion�



Estimated Completion�



Responsible Individuals�
�
ATBD meta-documentation


�
completed�
�
�
Al�
�
Level 1A Baseline Requirements 


9/01/93�
completed�
�
�
Lloyd, Tom, Carl�
�
MAS Level 1B Data User's Guide


3/30/94�
completed�
�
�
Paul Hubanks�
�
Science Computing Facility Plan 


9/07/93�
completed�
�
�
Ed Masuoka�
�
Software and Data Management Plan 


8/01/93�
completed�
�
�
Carl, Ed, Al, Lloyd�
�
�
�
�
�
�
�









Documents in Progress





Level 1A Preliminary Design Report


�
draft�
March 31�
March 31�
Tom, Robert, John �
�
�
�
�
�
�
�









Documents on Hold





Configuration Management Plan


�
draft�
�
�
Sue�
�
Level 2 Shell Requirements Report


�
draft�
�
�
J.J., John C.�
�
An Analysis of MODIS Earth Location Error , 9/01/93�
revision�
�
�
Al, Paul�
�
MAS Level 1B Data Processing Guide


�
draft�
�
�
Paul Hubanks�
�
PGS DP Operations Concept


9/13/93�
revision�
�
�
Ed Masuoka�
�
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