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ACTION ITEMS 








No.   Due Date      Item


    Old Due Date








1.    6/17/94       [Kaltenbaugh, Solomon]  Give the design


                    considerations for building the


                    interface between the SDST Library of


                    Functions/Tools and the science


                    applications.


                    STATUS: Open. (Assigned 6/10/94.)





2.    7/29/94       [Kaltenbaugh]  Develop a plan for


      6/30/94       testing the SDST Functions and Tools


                    software using a "golden orbit" concept


                    such as Pathfider's.


                    STATUS: Open. (Assigned 6/10/94.)





3.    7/08/94       [Fleig]  Outline a plan for the delivery


                    of synthetic data.


                    STATUS: Open. (Assigned 6/17/94.)





4.    7/08/94       [Hucek]  Determine MODIS science


                    algorithm dependencies on other 


                    EOS instrument data.


                    STATUS: Open. (Assigned 6/17/94.)


�



MODIS Level 2 Shell Design





						   			   J. J. Pan





1. PGS Toolkit Usage





A brief test plan of the PGS Toolkit usage is described here. The goals of this test are to


 


•	Understand the usage and function of each routine.


•	Explore the problems (e.g., portability) of each routine.


•	Simulate the error/status message handling.





Kai Yang has installed the PGS Toolkit on both MODIS-XL and MODIS1. I have written several script files for both C Shell and Korn Shell to set up environment variables on different platforms before using the PGS Toolkit. The test driver programs are under development. Sue Kaltenbaugh will be responsible for the CM of the PGS Toolkit for SDST. The following SDST members have been selected to perform the test (several members might be assigned soon) :





PGS Toolkit Routine Key





Key�
Class�
SDST Member(s)�
�
AA�
Ancillary/Auxiliary Data Access�
Pan, Berrick�
�
CBP�
Celestial Body Position�
�
�
CSC�
Coordinate System Conversion�
�
�
CUC�
Constant and Unit Conversions�
�
�
EPH�
Ephemeris Data Access�
�
�
GCT�
Geo Coordinate Transformation�
�
�
IO�
Input/Output (File I/O)�
Pan, Yang�
�
MEM�
Memory Management�
Pan�
�
MET�
Meta Data Access�
Pan, Hubanks, Berrick�
�
PC�
Process Control�
Pan, Li�
�
SMF�
Status Message File (Error/Status)�
Pan, Berrick�
�
TD�
Time Scale Conversion�
�
�



Currently the PGS uses the Status Message File (SMF) and Process Control File (PCF) to manage the code execution. I would like to review and discuss the details of the PGS approach next week with SDST members. 





�



ALGORITHM TRANSFER


Stephen W. Berrick








1.  McIDAS





    McIDAS has been installed on the modis-xl (SGI) by the University of Wisconsin group.  It is running under both MERLIN and ordinary X.  Rich Hucek and I underwent McIDAS training at the University of Wisconsin for 3 days.   We are currently working closely with Dave Santek and should be able to test the Beta 1 delivery of Strabala's cloud phase code soon.





2.  Algorithm Dependencies





    Email went out to the land algorithm developers asking them to list, in specific terms, the quantities that their algorithms will produce along with the units of those quantities.  A similar list for the required input quantities is also being requested.  The email informs the developers that we are not asking for formats, MODIS product numbers, or parameter numbers.  We are interested in a complete and precise list of what each algorithm will require and produce.











Level-2 SHELL


Stephen W. Berrick





1.  Perl





    An updated version of the Perl scripting language, version 4.036, has been installed on modis1 (HP).  It is publicly accessible and an extensive man page is available.  Perl is currently one of the scripting languages blessed by ECS/PGS for writing the Level-2 shell (the other is ksh).  J. J. Pan and I are currently studying the feasibility of using Perl for Level-2 shell process control, message handling, and other tasks.





    Perl 5.0 is in beta testing and appears to be widely acclaimed.
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SDST utility library toolkit Status


Thomas E. Goff


Virginia L. Kalb








Summary





The library version .7 was handed to John Kodis on Monday to


allow testing routines to be written. The 1.0 version is


undergoing final preparation for delivery in a few days. Note


that all the italicized items have been completed and most of


the items planned for the science Team Member's algorithm


writing are also completed. 





The 1.0 revision now includes the ability to access scan cube data 


in the user's choice of a single or two dimensional array without


moving data.





Awaiting completion are the AVHRR derived OBC calibration data


from MCST and some auxiliary function calls to access and/or


write OBC calibration scan cube data. This is not needed for


science algorithms.





Source code has been handed to Kai Yang to initiate the creation


of MODIS 'scancubed' data from other sources. The section of


the User's Guide explaining the dataset contents is available on


request, will the full 1.0 version to be published by the 5


August milestone.








Planned Future Release Capabilities





These are listed in the order that they are planned to be


implemented. Item details and estimates of development time are


included in parentheses. The status of each item, if known, is


indicated as the last entry for each item. Items that we (TEG


and GK) plan to deliver before the end of July are italicized.





1. Implement an improved spatial resolution designation to allow 10x10km


spatial areas for example (GK-3d)





2. The current datasets are in the detector numbering scheme. This


will be changed to the line numbering scheme mentioned above 


(T-0d & GK-3d) - done





3. Organize the data distribution to scientists on the modis-xl


machine. This includes designating datasets by a TBD criteria


(data source, data values, selection criteria, date, orbit, or


etc.). (SueK)





4. Determine what datasets the TMs need by data (instrument)


source, day, orbit, etc. Also quantity of data, timeliness,


method of delivery, and if geolocation is needed. We will have


to determine if the datasets are to be made at the TLCF or at


individual scientist SCFs. If datasets are to be made at TM


SCFs, then support for the source code that provides for dataset


preparation on SCFs needs to be addressed. (Carl)





5. Survey TMs about development platforms - What machines should


this library operate on? Who needs FTN bindings? Are we talking


FTN77 or FN90, and if so when? (Carl)





6. Generate the test datasets from AVHRR for all data required for


scientist algorithm development purposes. (Knowledgeable person


for each input data source to specify and gather the input data


sources,  interact with algorithm developers, prepare visuals,


and perform QA on the output products. - ATT. Operator for


executing programs, allocating computer resources, etc.? GK-1d


for training)





7. ANSI standards including ANSI prototyping will be imposed on


the current code. This will apply to header files and all data


structures.A method for returning data values in the user's


choice of data types will be designed. (TEG-3d & GK-3d) - done





8. A design for a robust dataset header designation that


delineates the data sources and types from within the dataset


and is coordinated with the header (*.h) files will be proposed


and implemented in stages. This will never be fully defined, but


all information that we currently believe is necessary will be


added . Global constant definitions and type defs will also be


defined as this time. (TEG-1w) - design part is finished and


AVHRR.h created





9. AVHRR.h is not tied to what is written in the data set header. 


Its contents are merely checked against the data set header.


An include file to accomplish this will be generated.





10. Further design a header like data structure at each scan cube


for pointers, tables, etc. (TEG-1w & GK-1w) generic header has


been designed and implemented, contents need further


specification.





11. Document the internal dataset structure for L1A, L1B, L2.


Initial communication with Kai Yang. (TEG-3d). Formal write-up


(TEG-1w) included in this document - done





12. AVHRR Level-1B datasets will be made available in both the


original percent albedo / degrees Kelvin, and transformed into


radiance values using Solar irradiance assumptions and filter


center wave length assumptions. (TEG-0d & GK-2d for code)





13. A "bow tie" effect will be  induced in the AVHRR data set. This


will be appropriately labeled within the dataset and confirmed


within the user call to each individual dataset. Error


conditions will be imposed if these safeties are not adhered to.


(GK-1w) - finished





14. More complete error checking and error returns will be


incorporated as they become identified. Consideration will be


made to massaging these error codes into the ECS PGS error


function methodology. (TEG-2d)  - error codes have been


implemented, PGS errors to come much later





15. The ability to have more than one adjacent scan cube available


to an algorithm concurrently. Note that the scan cubes will


still be assumed to be accessed in a sequential manner. The


number of concurrent scan cubes will be a parameterized value


within the library and is expected to be small (~5).  (TEG-2d &


GK-4d) - finished





16. Add the OBC data as synthesized by MCST to the Level-1A scan


cube format. (TEG-3w) - next week, as soon as MCST delivers the


data.





17. Create a separate Data Product for the calibration stuff - OBC


formatted and engineering parameters in token form. (TEG-5w) -


much later - one month perhaps!





18. FORTRAN bindings to the utility library will be attempted. If


this is unsuccessful, a complimentary set of utility library


functions calls written entirely in FORTRAN will be required.


(Steve Berrick, TEG's-2d help if needed)





19. The ability to open more that one input file or output file at


a time will be implemented. (TEG-1d & GK-2d) - finished





20. Geolocation function calls will be added to the existing suite


of calls. Geolocation information from AVHRR will be used in the


creation of the initial datasets. Note that AVHRR contains


latitude, longitude, solar zenith, and solar azimuth. They will


initially apply only to the scan cube domain. (TEG-3d & GK-1w


for AVHRR, Robert Wolfe for additions the AVHRR parameters) -


This was included in the redesign for revision 1.0, the data now


needs to be generated, Wolfe will supply functions to perform


this task, will be added to data generation processes "real soon


now"





21. Write data transformation programs that generate MODIS scan


cubes from: TM, MSS, MAS, GOES, CZCS, SeaWIFS, etc. This task


includes generating the radiance values and complete geolocation


determination for any or all of these instruments. Also, don't


forget about the synthetic data. (Kai Yang? & Robert Wolfe?)





22. Add data-specific header files for the above data sources.


(Kai Yang, TEG-2d)





23. Add the Quality Assurance (QA) data arrays to the Level-1A,


Level-1B, and Level-2 scan cube Data Products. (TEG)





24. Remove any assumptions about big endian versus little endian


Byte ordering. This can be accomplished by using NetCDF or HDF


if these data formats can support the required MODIS data


structures; or by providing the dataset creation programs, in


addition to the library routines, on all computers that are not


big endian with IEEE internal number representations. The


nonstandard machines include those with 64-bit C data types.





25. Further specify the rectified domain function calls in this


document. This is equivalent to the MISR Level-1B2 data product.


(TEG-2d) - this has gone away with the redesign of the utility


library.





26. Add the MODIS scan cube visualization to the xv program and


make it available to science algorithm developers. (TEG-2w)














27. Create the rectified domain data structure via HDF data types,


implement the dataset creation from separate rectified band


files. (Paul Hubanks?)





28. Additional AVHRR geolocation information will be added to the


datasets: terrain height, instrument zenith, instrument azimuth,


and instrument slant range. (Robert Wolfe, TEG-2d for dataset


internal information) (see above items)





29. Details of the various output data products will be defined in


a common data structure. Initially, this structure will contain


those products that are able to operate in the scan cube domain.


Additional data products will be added as they are identified.


This will be an ongoing task until all data products have been


specified via this data structure method. (TEG-1d & the ATT,


with SDPO influence)





30. Add a data sharing facility to the underlying library data


space. This can be performed in several ways: shared memory


segments, shared libraries with MODIS data, separate process rpc


(dce) data access.





31. Function calls and datasets in the rectified domain will be


added. This will consist of single rectified scan line calls by


Data Product structure. Some criteria for these calls are:





32. Additional geolocation parameter transformations will most


likely be required (lat-long to Earth inertial, resampled, then


back to lat-long). In any event, the library will have to


resample the geolocation parameters to maintain spatial domain


reliability. (TEG & GK library implementation, Robert Wolfe


transformation equations / algorithms)





33. Function calls in this domain will require analysis concerning


the subject of the different pixel IFOV footprint sizes among


MODIS bands. Should they assume one line at a time for band 1


for example, or 4 lines at a time? This is not a big problem for


AVHRR. (TBD - pending discussion by the SDST and TMs - need a


decision on MODIS AVHRR look alike across track dimensions)





34. If MODIS scan cube sizes can vary, so can the rectified


domain. A scheme for determining the nadir pixel within the


rectified line will need to be invented. Will probably assume


that the center of the scan line is at nadir.





35. Rectification can assume a constant distance on the ground (on


the ellipsoid?) for the data resampling or can follow the spread


of the IFOVs from the nominal at nadir 1 km to off nadir (at


limb) 4.4 km. (TBD - pending discussion by the SDST and TMs, see


above)





36. Match the MODIS rectified spatial axes and granularity to


MISR. (Robert Wolfe)





�



MODIS Level-0 Packet Simulator





John Kodis





Began collecting background information (requirements, data formats,


etc) on level 0 packets, and the types of processing which would be


useful at this stage of the MODIS project.  





Developed the ``packet-bus architecture'', a plan to modularize the


development of the level 0 simulator so that it can be readily


generalized to accept data from a number of sources, generate output


products in a number of formats, and post-process these products in


ways suited to various test regiems.





Identified the following set of development activities:





Establish a file format to be used for the simulated packets.


Develop software to generate empty packets in this format.  Add


functions to fill in fundamental fields, such as the packet header,


packet count, time code, and so on.





Develop software to ingest, reformat and add science data to the


skeletal level 0 packets.  Extend this work to take data from a number of


sources, such as MODIS scan cube files, HDF scan cube files, raw AVHRR


data, etc.





Develop software to ingest or synthesize and add other types of data


such as engineering or geolocation information to the packets.





Extend the packet output processing software to allow generation of


daata sets in other formats, such as scan cubes, HDF, etc.





Develop a program which would read a packet data file and apply


various distortions such as bit slips, random noise, or packet


mis-sequencing to the data.





Develop an X-based user interface around these programs, to simplify


the generation of data sets suitable to a particular test.





Identified the following external activities which may tie in with the


level 0 simulator activity:





XTE packet simulator (Rick Dorsey)





MODIS orbit and attitude simulator (Steve Kempler)





MODIS packet simulator (Dan Marinelli)





MODIS instrument telemetry simulator (SBRC.  Local contact, Ed Knight)








MODIS IO Library Testing





John Kodis





Reviewed the past few iterations of the MODIS IO library.





Met with Tom Goff and Ginny Kalb.  Discussed the design and use of


the current revision of the MODIS IO library.





Ported the library, test program, and scancube dataset to an HSTX


Sun.  Successfully ran the supplied test program.





Continued development of the MODIS IO library test plan.  





Began development of the associated test harness software.








�
MODIS Geolocation Prototype





Ruiming Chen











Global Fire Prototype





	Same as last week.





Geolocation Prototype





•	I received the 8mm tape from EDC containing the 15 arc sec DEM data of Conterminous US.  I also got the user's guide and map index from the Department of Interior for another DEM data set on the anonymous ftp site of USGS.





•	After reading the ATBD in more detail, I found some difficulty implementing the original Terrain Intersection Algorithm into the programs.  The difficulty is caused by the SOM search vector in the algorithm.  This vector is inconvenient to be formulated in the SOM coordinate system.  I have revised the algorithm by searching in different satellite viewing angles instead of the SOM search vector.  I have also finished the structure design for the terrain correction based on this new method.  I will discuss this issue with Robert Wolfe.


�



MODIS SDST Document Schedule








Document


�



Status�



Scheduled


Completion�



Estimated Completion�



Responsible Individuals�
�
ATBD meta-documentation


�
completed�
�
�
Al�
�
Level 1A Baseline Requirements 


9/01/93�
completed�
�
�
Lloyd, Tom, Carl�
�
MAS Level 1B Data User's Guide


3/30/94�
completed�
�
�
Paul Hubanks�
�
Science Computing Facility Plan 


9/07/93�
completed�
�
�
Ed Masuoka�
�
Software and Data Management Plan 


8/01/93�
completed�
�
�
Carl, Ed, Al, Lloyd�
�
�
�
�
�
�
�









Documents in Progress





Level 1A Preliminary Design Report


�
draft�
March 31�
March 31�
Tom, Robert, John �
�
�
�
�
�
�
�









Documents on Hold





Configuration Management Plan


�
draft�
�
�
Sue�
�
Level 2 Shell Requirements Report


�
draft�
�
�
J.J., John C.�
�
An Analysis of MODIS Earth Location Error , 9/01/93�
revision�
�
�
Al, Paul�
�
MAS Level 1B Data Processing Guide


�
draft�
�
�
Paul Hubanks�
�
PGS DP Operations Concept


9/13/93�
revision�
�
�
Ed Masuoka�
�









