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ACTION ITEMS








	      	Due Date


No.	     	Old Due Date		Item





1		7/08/94		[Fleig]  Outline a plan for the delivery of synthetic data.


					STATUS: Open. (Assigned 6/17/94.)





2		8/12/94		[Hucek]  list the MODIS products affected by the BDRF 					dependency.


					STATUS: Open. (Assigned 8/05/94.)





3		8/12/94		[Berrick]  Survey the computer  vendors for the four 					platforms used by MODIS software developers to determine 					what their plans are for FORTRAN 90.


					STATUS: Open. (Assigned 8/05/94.)





4		8/12/94		[Berrick]  Find out which developers plan to deliver Heritage 					Code that is not ansi standard.


					STATUS: Open. (Assigned 8/05/94.)








�
MODIS Metadata





Paul Hubanks








Metadata (ECS definition):


Information about data sets, provided to the ECS by the data supplier or the generating algorithm, which provides a description of the content, format, and utility of the data set.  Metadata may be used to select data for a particular scientific investigation.





ECS Core Metadata Baseline:


There were 26 logical object classes identified in the ECS Core Metadata Baseline.  Each of these classes has their own unique set of baseline metadata requirements.  





•	Article 


	(science journals, etc.)





•	Browse Algorithm (÷)


	(algorithm that will generate browse product)





#�
Metadata�
Type�
Comments�
�
1�
browse algorithm id�
C*10�
�
�



•	Browse Product (÷)


	(subsets of a larger data set, other than the directory and guide generated for the purpose of allowing rapid interrogation of the larger data set.  The form of browse data is generally unique for each type of data set and depends on the nature of the data and the criteria used for data selection.)





#�
Metadata�
Type�
Comments�
�
1�
browse product id�
C*10�
�
�
2�
browse label�
C*30�
�
�
3�
browse legend�
image�
�
�
4�
browse default projection�
I*2�
codes from 1 to 16�
�
5�
browse object handle�
�
handle to generated product for further manipulation�
�
6�
spatial resolution (horz)�
�
�
�
7�
spatial resolution (vert)�
�
�
�
8�
temporal resolution�
�
�
�
9�
sampling factor�
�
short text (e.g. every 10th pixel, bands�
�
10�
sampling method�
C*10�
�
�
11�
sampling method text�
C*10�
�
�
12�
browse algorithm id�
C*10�
(repeated from above)�
�
13�
browse product volume�
I*4�
Volume in megabytes for all granules in results list�
�



•	Calibration


	(the collection of data required to perform calibration of the instrument science data, instrument engineering data, and the spacecraft engineering data. This includes pre-flight calibration measurements, calibration equation coefficients derived from calibration software routines, and ground truth data that are to be used in the data calibration processing routine)


�
•	Data Product (÷)


	(standard - generated as part of a research investigation, or wide utility, accepted by the IWG and the EOS Program Office, routinely produced, and in general spatially and/or temporally extensive.)  


	(special - produced for a limited time or region.)





#�
Metadata�
Type�
Comments�
�
1�
current archive site�
C*20�
�
�
2�
data source�
C*10�
agency or group of platforms�
�
3�
product id�
C*6�
MOD11, CER06�
�
4�
product read software�
�
pointer to read software�
�
5�
product type�
C*30�
(e.g. land mask, aerial photo)�
�
6�
product long name�
C*40�
(e.g. synoptically interpolated cloud and flux) �
�
7�
product short name�
C*10�
(e.g. CERES SRB)�
�
8�
product description�
�
�
�
9�
processing level characteristics�
�
(preset codes)�
�
10�
temporal coverage�
�
element start and stop date and time�
�
11�
temporal resolution content code�
�
�
�
12�
temporal resolution �
�
�
�
13�
temporal resolution-1�
�
�
�
14�
temporal resolution-2�
�
�
�
15�
temporal resolution-3�
�
�
�
16�
temporal resolution-4�
�
�
�
17�
browse product�
�
�
�
18�
summary stats product�
�
�
�
19�
QA stats product�
�
�
�
20�
QA notes�
�
�
�
21�
reprocessing status�
�
�
�
22�
generating algorithm name and version�
�
�
�
23�
standard product PGE�
�
�
�
24�
calibration coefficients�
�
�
�
25�
parameters�
�
�
�
26�
number of parameters�
�
�
�
27�
units of measurements�
�
�
�
28�
latitudinal resolution�
�
�
�
29�
longitudinal resolution�
�
�
�
30�
channels�
�
�
�
31�
spectral range�
�
�
�
32�
coverage code vertical�
�
�
�
33�
coverage code horizontal�
�
�
�
34�
coverage region horizontal�
�
�
�
35�
coverage region vertical�
�
�
�
36�
spatial resolution horz content code�
�
�
�
37�
spatial resolution horz�
�
�
�
38�
spatial resolution-horz0�
�
�
�
39�
spatial resolution-horz1�
�
�
�
40�
spatial resolution-horz2�
�
�
�
41�
spatial resolution-horz3�
�
�
�
42�
spatial resolution vertical content code�
�
�
�
43�
spatial resolution-vert1�
�
�
�
44�
spatial resolution-vert2�
�
�
�
45�
spatial resolution-vert3�
�
�
�
�
•	Delivered Algorithm Package 


	(software delivered to the SDPS by a science investigator  to be used as the primary tool in the generation of science products.  This includes executable code, source code, job control scripts, and documentation.)





•	Document 


	(?)





•	ECS Dataset 


	(?) (a logically meaningful grouping or collection of similar or related data.)





•	Engineering Data 


	(all data available on-board about health, safety, environment, or status of the spacecraft and instruments.  Includes: housekeeping, instrument engineering, platform engineering, and spacecraft engineering data.)





•	Event


	(?) 





•	External Data Set


	(?) 





•	Guide 


	(a detailed description of a number of data sets and related entities, containing information suitable for making a determination of the nature of each data set and it's potential usefulness for a specific application)





•	Instrument 


	(a hardware system that collects operational data)





•	Instrument Data Granule (√)


	(data specifically associated with the instrument, either because they were generated by the instrument or included in data packets identified with that instrument.  This includes: instrument science and engineering data, and possibly ancillary data.)





#�
Metadata�
Type�
Comments�
�
1�
�
�
�
�



•	Instrument Data Product (√)





	(data specifically associated with the instrument, either because they were generated by the instrument or included in data packets identified with that instrument.  This includes: instrument science and engineering data, and possibly ancillary data.)





#�
Metadata�
Type�
Comments�
�
1�
�
�
�
�



•	Journal


	(?)





•	Product Generation Executive (PGE)


	(a set of one or more compiled binary executables and/or command language scripts; it is the smallest schedulable unit for product generation system (PGS) processing.)


•	Production History


	(?)





•	QA Stats Product


	(a subset of the total performance assurance activities generally focused on conformance to standards and plans.





•	Reference Papers





•	Satellite





•	Science Data Granule (÷)





#�
Metadata�
Type�
Comments�
�
1�
forecast lead�
I*2�
number of days or hours, model data only�
�
2�
cloud cover %�
I*2�
�
�
3�
granule id�
C*20�
�
�
4�
granule volume�
�
�
�
5�
scene classification�
�
�
�
6�
spatial coverage�
�
�
�
7�
spatial coverage content code�
C*1�
�
�
8�
spatial coverage content code-horz�
C*1�
�
�
9�
spatial coverage content code-vert�
C*1�
�
�
10�
spatial coverage format code�
�
�
�
11�
spatial coverage horizontal�
�
�
�
12�
spatial coverage-horz0�
�
�
�
13�
spatial coverage-horz1�
�
�
�
14�
spatial coverage-horz2�
�
�
�
15�
spatial coverage-horz3�
�
�
�
16�
spatial coverage-horz4�
�
�
�
17�
spatial coverage-horz5�
�
�
�
18�
spatial coverage-vertical�
�
�
�
19�
spatial coverage-vert1�
�
�
�
20�
spatial coverage-vert7�
�
�
�



•	Science Data Product (÷)





#�
Metadata�
Type�
Comments�
�
1�
science review date�
�
�
�
2�
future review date�
�
�
�
3�
map projection�
�
�
�
4�
cost of digitizing�
�
�
�



•	Standard Algorithm (√)





#�
Metadata�
Type�
Comments�
�
1�
QA Algorithm ID�
�
�
�
2�
standard product PGE�
�
�
�
3�
summary stats product ID�
�
�
�



•	Summary Stats Product





•	Test


MODIS SDST Utility Library





Thomas Goff








MODIS LEVEL 2 LIBRARY





The SDST utility tool kit is awaiting the results of internal review. In the mean time, a copy of the User's Guide has been placed in the anonymous ftp area of modis-xl. This has been updated once and will be further updated as necessary or when new information is added.





Notes from the MCST MAT meeting of 10 August (Wednesday).





The potential band-to-band misregistration, due to detector timing offsets, produced a discussion of the possible benefits for using offset 250 and 500- meter channels as edge sharpening techniques on the 1 km bands.





It was noted that a spatial misregistration, per MODIS spec, of 20 percent of the 1 km bands is greater than the half pixel shift of the  250-meter bands and almost equal to the half pixel shift in the 500-meter bands.





The MCST will produce a new ATBD that includes mathematical equations for the various OBC and in-situ techniques. This will not include structure design charts a la computer speak.





A new calibration plan will be written that includes programmatics, milestones, schedules, resource requirements and limitations, etc.





I will meet with Phil to discuss the MCST L1B requirements that are propagating to the SDST as new tasks. This will help define the amount of work and who will perform it to incorporate OBC data into the  MODIS L1A scan cube data sets and their utility library access functions. Paul Anuta has given me a copy of the SD information. This looks like it is sufficient to be incorporated into the scan cube data set generation programs.





An MSCT milestone chart was presented with global deliverables through the year 2000.





I made the recommendation that a common glossary of MODIS definitions be propagated among the SDST and MCST so we can talk the same language. For example, should we use "across track" or "along" scan as the agreed upon description for this scan cube dimension.





There is no acceptance on anyone's part as to who will perform the granularization of MODIS data. Possible contenders for this task are: SDST, EOS, PGS, or the DAAC.








Notes from the teleconference with Bob Evans, Miami oceans.





They are using HDF for the SeaWIFS processing for science data, cal parameters, and ancillary data. I suspect SeaWIFS won't have a variable number of pixels per scan line like MODIS probably will.





SeaWIFS processes data sequentially and a line at a time. He expects to process MODIS as scan cubes in and lines out. The SDST utility library as it currently exists (revision 1.0) can handle this, but no method for synchronizing the geolocation is available if this is performed.





He would like to replace SeaWIFS I/O calls with MODIS I/O calls and call  this the MODIS beta 2 delivery. Specific algorithms to be included in this delivery were mentioned.





Bob needs a facility in the PGS for his L-2 processes to designate which granules have been processed and therefore need to be staged for subsequent L-3 processes.





He mentioned that routines for interpolation of ancillary data into the MODIS scan cube or other domains needs to be available for MODIS processing. SeaWIFS has some routines for this purpose already. This can be part of a generic service for hole filling, data ingestion, range checking, product statistics, etc.





He mentioned that a split granule capability for separate day/night processing needs to be thought out.





The oceans community says that L-1B calibration will not be sufficient for their processing. They will perform additional calibration via the match up database and in-situ data. This has been historically performed with L-1A raw counts, but might be better performed with MODIS L-1B true at-satellite radiances (no in-situ added). They also use their own satellite attitude correction for spatial registration.





He recommended that AVHRR data sets in MODIS form, use the 1993 Rao method for calibration coefficients as used by Pathfinder 0. We will supply  sample AVHRR MODIS data sets with these calibration-to-radiances values.





They are using RATFOR now at Miami. But, SeaWIFS is written in "C". FORTRAN 90 has been looked into and found to be incomplete. However, he is using SGI and DEC Alpha versions, not the NAG version.





Watson Gregg has simulated SeaWIFS data which we can obtain and use for MODIS data set creation. (SeaWIFS is scheduled to fly in May.)





He inferred that the majority of algorithm work for the oceans community will occur after launch. 





He likes the idea of a "Lab without Walls". This lead to discussions about video conferencing, mbone, and the capability of transmitting a portion of the MODIS scan cube to Miami. The SDST utility library can easily be used for scan cube subsampling. All of these items are network bandwidth limited.








�
MODIS Level 2 Software Integration





Jon Robinson











Showed Ed how to use xwindow version of ddts.





Introduced Ruiming to CASEVision profiling tools.





Worked with CASEVision profiling and testing tools.  Found a memory leak in one of the standard libraries, iostreams.





Worked on explanation of how pathfinder calculates radiance from raw counts for Al Fleig.











�



MODIS Level 2 Shell Design





J. J. Pan








1. Shell Concept Review





I reviewed and discussed the concept and requirements of Level 2 Shell scripts and utilities with Steve and Angela. The Shell script, written in Perl, is composed of several subscripts. Steve and I specified the functions of these subscripts as:





•	Check_DataAvailability - (1) to retrieve required input files from the Process Control File (PCF) and verify if they are staged for execution and (2) to check the required computing resources.


•	Pass_Configuration - to pass the configuration parameters from users to the Shell.


•	Run_Code - to execute a specified code and write process information to a log file.


•	Check_Status - to check the status (e.g. return value).


•	Check_Log - to retrieve information from the log file and pass (e.g., email) the error/status information to an appropriate location.


•	Write_Report - to summarize the process information (e.g., algorithm name and ID, CPU, date, etc.)





We are planning to give a demo of the Shell script before the end of September. On the Shell utilities, Angela and I are studying the MODIS SDST library and discussing the functions of Shell utilities using the PGS toolkit (if the required tools are available). The following is a preliminary summary of these utilities:





•	MOD_IO - to open/close data files.


•	MOD_SHELL- to get/put data products.


•	MOD_SMF - to pass error/status messages.


•	MOD_MET - to access metadata files.




















�
Algorithm Transfer





Richard Hucek


�
�
�



�



MODIS SDST Documentation Schedule





John Crocker








Document


�



Status�



Scheduled


Completion�



Estimated Completion�



Responsible Individuals�
�
ATBD meta-documentation


�
completed�
�
�
Al�
�
Level 1A Baseline Requirements 


9/01/93�
completed�
�
�
Lloyd, Tom, Carl�
�
MAS Level 1B Data User's Guide


3/30/94�
completed�
�
�
Paul Hubanks�
�
Science Computing Facility Plan 


9/07/93�
completed�
�
�
Ed Masuoka�
�
Software and Data Management Plan 


8/01/93�
completed�
�
�
Carl, Ed, Al, Lloyd�
�
�
�
�
�
�
�









Documents in Progress





Level 1A Preliminary Design Report


�
draft�
March 31�
March 31�
Tom, Robert, John �
�
�
�
�
�
�
�









Documents on Hold





Configuration Management Plan


�
draft�
�
�
Sue�
�
Level 2 Shell Requirements Report


�
draft�
�
�
J.J., John C.�
�
An Analysis of MODIS Earth Location Error , 9/01/93�
revision�
�
�
Al, Paul�
�
MAS Level 1B Data Processing Guide


�
draft�
�
�
Paul Hubanks�
�
PGS DP Operations Concept


9/13/93�
revision�
�
�
Ed Masuoka�
�






�
��
�





�











