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This document updates the 1996 MODO04 Algorithm Theoretical Basis Document (ATBD-96),
describing the algorithms for simultaneous remote sensing of aerosol properties over land and ocean
from spectral reflectance observed by EOS-MODIS (both Terra and Aqua). The Collection 5 (C005)
algorithm retrieves the aerosol optical depth (AOD-proportional to the aerosol total loading in the
vertical column) and proxies for the size distribution (such as Fine-Weighting (FW)) of the ambient
(undisturbed) aerosol, over most of the globe (oceans and the moist parts of the continents) on a daily
basis. These aerosol products are primarily intended for radiative budget and climate applications, but
are expected to be relevant for hydrological, oceanographic and air quality applications. The combined
ocean/land algorithm takes advantage of the MODIS wide spectral range and high spatial resolution
with daily global coverage (e.g., 500 m at 0.47 to 2.12 pm with 250 m at 0.66 and 0.86 pm and 1 km at
1.38 pm). These unique MODIS characteristics allow excellent cloud rejection while maintaining high
statistics of cloud free pixels. The wide spectral range permits resolution of aerosol size distribution.
The land algorithm described here is a complete overhaul from that described in the ATBD-96. The
C005 over-land algorithm continues to derive only over sufficiently dark surfaces, but has new surface
reflectance parameterizations, aerosol optical models, and assumptions relating to how the 2.12 um
channel relates to surface and surface properties. The C005 ocean algorithm is generally described by
the ATBD-96, but we add here a chapter describing the changes to it. Co-located sunphotometer
validation is provided for both land and ocean products. The gas (ozone, water vapor and carbon
dioxide) absorption corrections to the reflectance are described here. Finally, we include a section
describing the structure of the operational product files (i.e. MOD04/MYD04-C005).
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1. Introduction

The 1996 version of the MODIS-aerosol Algorithm Theoretical Document (ATBD-96) introduced the
rationale for performing aerosol remote sensing from MODIS on a global scale. Aerosols were known
to impact the radiative budget, climate change, hydrological processes, and the global carbon, nitrogen
and sulfur cycles. To even begin to understand the wide-ranging effects of aerosol, it was considered
necessary to explain aerosol characteristics with high spatial and temporal resolution. The polar-
orbiting MODerate resolution Imaging Spectrometer (MODIS-Salmonson et al 1989) with its high
spatial resolution (up to 250m at nadir), wide swath (2330 km, so that everywhere on the globe is
observed at least once daily), and large spectral range (36 channels between 0.412 to 14.2 um) was
expected to be the key for monitoring global aerosol properties.

The use of the MODIS aerosol products has far exceeded nearly everyone’s imagination. Since launch
of MODIS aboard the Earth Observing System’s (EOS) Terra (originally called EOS-AM1) in 1999,
and aboard EOS-Aqua in 2002, MODIS data and specifically aerosol data have been used for dozens
of applications and referred to in hundreds publications. Figure 1 shows how the MODIS aerosol
publications have grown nearly exponentially (as demonstrated by Yoram Kaufman when searching
for “MODIS and aerosol” on the ISI citation web site). Not only have MODIS aerosol products been
used to answer scientific questions about radiation and climate (e.g. IPCC, 2001; Yu et al., 2005), they
are being used for applications not previously intended. Some examples include monitoring surface air
quality for health (e.g. Chu et al., 2003, Al-Saadi et al., 2005) and estimating iron nutrients (from dust)
deposited into the ocean (Gao et al., 2000).

Figure 1: The image shows the exponential rate of publication from the ISI citation web site on "MODIS and
aerosol" starting around 1992. (In the background is a photograph of the Terra launch on December 18, 1999).
Operational algorithms and data centers that make the data available quickly to the broad international science
community, give rise to an exponential publication rate preparing for and using MODIS aerosol data (Image
produced by Y. Kaufman (climate.gsfc.nasa.gov).



The fundamental aerosol products from MODIS include total spectral ‘aerosol optical depth’ (AOD or
7) and ‘Fine aerosol Weighting” (FW or m). In the literature, the concept of AOD is sometimes known
as ‘aerosol optical thickness’ (AOT), but AOD is preferred for this document. The concept of FW is
also variously defined in the literature. In this document, FW refers to the fractional contribution of
fine (small sized) aerosol to the total AOD, and is reported at a particular wavelength (0.55 um).

The MODIS aerosol algorithm is comprised of two independent algorithms, one for deriving aerosols
over land and the second for aerosols over ocean. Both algorithms were conceived and developed
before Terra launch and described in depth in Kaufman, et al. (1997b), Tanr¢, et al. (1997) and ATBD-
96. Until now, the theoretical basis of the algorithms has not changed from inception, although some of
the mechanics and details of the algorithms have evolved. MODIS data is organized by collections. A
collection consists of products that were generated by similar, but not necessarily the same, versions of
the algorithm. ATBD-96 describes the pre-launch algorithm. Collection 003 (C003) provided the first
globally ‘validated’ products over ocean (Remer et al., 2002) and over land (Chu et al., 2002) by
comparing MODIS with ground based sunphotometer data (Ichoku et al., 2002) of AERONET
(Holben et al., 1998). C003 data also was used for regional validation exercises (e.g. Levy et al., 2003;
Ichoku et al., 2002). For example the Ichoku et al., (2002) study proved that single scattering albedo
(SSA or mp) was in fact lower than previously assumed for southern African biomass burning. It was
studies like these that led to updates to the algorithm and re-processing older data. The last major
update to the algorithm was used to create the products in Collection 004 (C004) and is described by
Remer et al., (2005). A complete history of changes to the operational algorithm over the course of the
MODIS mission can be found at http://modis-atmos.gsfc.nasa.gov/MODO04 [2/history.

C004 is a complete dataset from both Terra and Aqua, now spanning from Terra first light in February
2000 through the first few months of 2006. Remer et al. (2005) provided global validation over both
land and ocean (compared to AERONET) for 2000 through 2003. The expected error bars of AOD
have been revised from pre-launch values to:

At =+0.03+0.05t 1)
over ocean and
At =+0.05+0.157 ?2)

over land. The expected errors are designated for the 0.55 um MODIS channel, but are presumed to
apply in other channels as well. However, while in general the MODIS retrievals meet expected
accuracy, under certain conditions they do not. Non-spherical dust over the ocean leads to errors in
retrieving spectral AOD (e.g. Levy et al., 2003).  Naively assuming constant surface reflectance
assumptions leads to overestimating AOD in clean conditions along the U.S. East Coast (Levy et al.,
2005) and errors (both positive and negative) in other regions (e.g. Remer et al., 2005). The available
choices of aerosol optical models over land leads to either positive or negative bias for large AOD in
many regions (such as negative bias over the U.S. East Coast — Levy et al., 2005).

The aerosol fine weighting (FW) product over land and ocean has also been separately compared with
sunphotometer data, on a multiple of scales (e.g. Kleidman et al., 2005; Chu et al, 2005; Anderson et
al., 2005). The FW does not have an expected error attached to it, but has been shown to have valid
physical meaning (i.e. correlation with other measurements of fine aerosol weighting).



After the validation efforts of C004 products, the combined algorithm has gone through minor
revisions. The latest update included the new snow mask of Li et al., (2005), and a general ‘clean up’
of confusing output products. This latest minor update was known internally as ‘V5.1°, but never
became operational. Instead, our understanding of aerosol properties and MODIS processing had
progressed to the point where we considered a new philosophy of deriving aerosol over land.

The result this work led to the formulation of Version 5.2 (‘V5.2’), which includes a complete
overhaul of the aerosol retrieval over land. Over ocean, V5.2 has been revised as well, to include new
assumptions about coarse aerosol properties. The combined V5.2 algorithm is being used to create the
products of C005. In this document, we proudly introduce the combined C005 algorithm (V5.2) and
compare it with the operational C004 family of algorithms described by Remer et al., (2005). Even
though V5.1 never became operational, we use it in this document to provide a fair comparison (i.e.
same boundary conditions) with V5.2. As of April 2006, Aqua data for C005 is being produced with
V5.2.3, which includes some non-science updates from our initial formulation of V5.2.



2. Background information

2.1. Characteristics of the MODIS instrument

The MODerate resolution Imaging Spectrometer (MODIS) instrument flies on the Earth Observation
System’s (EOS) Terra and Aqua satellites. Both satellites are polar-orbiting, with Terra on a
descending orbit (southward) over the equator about 10:30 local sun time, and Aqua on an ascending
orbit (northward) over the equator about 13:30 local sun time. From a vantage about 700 km above the
surface and a £55° view scan, each MODIS views the earth with a swath about 2330 km, thereby
observing nearly the entire globe on a daily basis, and repeat orbits every 16 days. Each scan is 10 km
along track. MODIS performs measurements in the solar to thermal infrared spectrum region from
0.41 to 14.235 um (Salomonson et al., 1989). Detailed specifications and components can be found at
http://modis.gsfc.nasa.gov. The aerosol retrieval makes use of seven wavelength bands (listed in Table
1), and a number of other bands to help with cloud and other screening procedures. Included in Table 1
are estimates of the central wavelength in each band (obtained by integration of the channel-averaged
response functions). To keep in line with common references in the aerosol literature, MODIS
channels 1, 2, 3, 4, 5, 6 and 7 are known in this document as the 0.66, 0.86, 0.47, 0.55, 1.24, 1.64 and
2.12 um channels, respectively.

TABLE 1: CHARACTERISTICS OF MODIS CHANNELS USED IN THE AEROSOL RETRIEVAL

Band # Bandwidth (um) \\:Ilzlgehliendggle;:: :.:;l)l Resolution (m) NeAp (x10*) Maxp Required SNR  Rayleigh optical depth
1 0.620 - 0.670 0.646 250 3.39 1.38 128 0.0520
2 0.841 - 0.876 0.855 250 3.99 0.92 201 0.0165
3 0.459 - 0.479 0.466 500 2.35 0.96 243 0.1948
4 0.545 - 0.565 0.553 500 2.11 0.86 228 0.0963
5 1.230 - 1.250 1.243 500 3.12 0.47 74 0.0037
6 1.628 — 1.652 1.632 500 3.63 0.94 275 0.0012
7 2.105 —2.155 2.119 500 3.06 0.75 110 0.0004

Notes: Band #26 (1.38 wm channel) is used for cirrus correction; NeAp corresponds to the sun at zenith (6 = 0°)

The MODIS algorithm uses of the spectral ‘reflectance’, p,, defined as a function of the measured
spectral radiance, L,, the solar zenith angle (6,), and the solar irradiance F, in the wavelength band A:
i 3)
*F,,cos(6,)
To be useful for aerosol retrieval, the MODIS instrument must be spectrally stable and sufficiently
sensitive. The spectral stability for each instrument is better than 2 nm (0.002 um). The ‘Noise
Equivalent Differential Spectral Radiance’ (NeAL) is a property of the instrument. ‘Signal to Noise
Ratio’ (SNR) is defined as the ratio of the ‘typical scene radiance’ (L") and the NeAL. The NeAL and
the SNR specifications are given in Table 1. To be understood in the framework of aerosol remote
sensing, the definition of SNR should be based on the expected aerosol signal. Therefore, a ‘Noise
Equivalent Differential optical depth (NeAt) is defined, where:
4 cos(6,)cos(0,)
w,P(©)

p,=L

NeAt = nNeAp

4)



where 0, and 0, are the solar and view zenith angles, wy is the aerosol single scattering albedo (SSA),
P(®) is the aerosol phase function as a function of scattering angle, and NeAp (‘Noise Equivalent
Differential Spectral Reflectance’) is related to NeAL analogous to equation (3). The least sensitivity
to aerosol scattering optical depth (largest noise) is expected when both sun and satellite are at nadir
views (0, = 0, = 0.0), the phase function is a minimum (® ~ 120°) and the channel used is the least
sensitive (channel 7, at 2.12 wm). With a typical phase function value of 0.08 at 120°, a typical aerosol
has NeAt ~ 1.5x10?. The 2.12 um channel is also where the ‘typical scene AOD’ is (t*) is 0.01 or less.
Therefore the SNR ratio defined by the ratio of T°/NeAt is about 0.66. This means that single 500 m
pixels are insufficiently sensitive to characterize aerosol.

However, if individual pixels are aggregated to larger areas, say to a grid of 10x10 km? (20 x 20 500 m
pixels), then the noise is reduced by a factor of 20. Instead of 0.66, the SNR becomes 13. Since
SNR>10, we decide to use 10x10 km” boxes as the default retrieval size.

2.2. Inputs to the aerosol retrieval

The MODIS orbit is separated into 5-minute chunks called ‘granules’. Each granule is about 2030 km
(about 203 scans of 10 km) along the orbital path. Each scan line has a swath about 2330 km, and at
nominal (nadir) 1 km resolution, is covered by 1354 pixels. Note, that due to spherical geometry, the
size of each pixel increases from lkm at nadir to nearly 2km at the swath edges. Each granule is 1354
by 2030 pixels in this ‘1 km’ resolution. Only data from MODIS daytime orbits are considered for
retrieval.

Both the land and ocean aerosol algorithms rely on calibrated, geolocated reflectances (known as
‘Level 1B’ or ‘L1B’) provided by the MODIS Characterization Support Team (MCST). These are
identified as products MODO02 and MODO3 for Terra and MYD02 and MYDO03 for Aqua (MCST
2000; MCST 2002). Hereby, either ‘MOD’ or ‘MYD’ will be denoted by ‘M?D’. The algorithm
actually uses L1B reflectances at three resolutions (M?D021KM, M?D02HKM and M?D02QKM for
lkm, 500m and 250m resolution channels, respectively). Ignatov et al. (2005) provides a good
discussion of these reflectances and possible errors associated with them. In addition, the MODIS
algorithm uses two processed products known as ‘Level 2’ (L2). These include the M?D35 Wisconsin
cloud mask product (Ackerman et al. 1998) and the M?D07 atmospheric profile product. Finally, the
algorithm expects ancillary data from NCEP (National Center for Environmental Prediction) analyses,
including the (closest to granule time) GDAS1 1°x1° 6 hourly meteorological analysis and the TOVS
(before 2005) or the TOAST (after 2005) 1°x1° daily ozone analysis. Although the algorithm inputs
both M?D07 and the NCEP data, it can run successfully without these supplements by using
climatology for first guess water vapor and ozone profiles.

2.3. Production environment

All MODIS LIB and L2 atmospheric products are written in ‘Hierarchical Data Format’ (HDF -
http://hdf.ncsa.uiuc.edu), with each parameter stored as a ‘Scientific Data Set” (SDS). In order to be
shared across multiple computing environments, HDF files must be accessed through HDF library
subroutine and function calls. In addition, operational processing employs the ‘Science Data




Processing ToolKit” (SDPTK) and the “MODIS Applications Programming Interface’ (M-API), which
employ the HDF libraries. The collective system environment is known as the MODIS-Toolkit.

The algorithm to create M?D04 data is written primarily in Fortran 77, and includes subroutines and
functions that interface with the MODIS-Toolkit. Finally, there are additional static files, including the
aerosol lookup tables, required for aerosol retrieval. More information about the computer nitty-gritty
is found at http://modis-atmos.gsfc.nasa.gov/MODO04 L2/production.html.

2.4. Processing prior to aerosol retrieval

The aerosol algorithm reads in the required L1B, L2 and ancillary data into memory. Specifically, it
reads one scan line at a time, where each scan is made up of ten 1km pixels along track. The 1354
swath pixels are also collected into ten pixel boxes, so that there are 135 ‘10km’ boxes in a swath.
Each of these boxes is separately considered for aerosol retrieval. Note that each 10 km box contains
10 x 10 = 100 ‘1km’ pixels and 20 x 20 = 400 ‘500m’ pixels. Again note that these sizes refer to the
nadir view. At the scan edges the number of pixels in each box remains the same, but the area
encompassed in each box will be double the area encompassed at nadir.

Reflectances in all seven MODIS-aerosol channels, plus the 1.38 um channel are corrected for water
vapor, ozone and carbon dioxide (Appendix 1). In addition to the cloud mask, the M?D35 product also
identifies whether a pixel is a ‘land’ pixel or a ‘water’ pixel. If all pixels in the 10 km box are
considered water, the algorithm proceeds with the over-ocean retrieval. However, if any pixel is
considered land, then it proceeds with the over-land algorithm. This helps to minimize problems
introduced by underwater reflectance in shallow water near the coasts.

2.5. Quality Assurance, Level 2 ‘Combined’ and Level 3 products

During aerosol retrieval on a particular 10 km box, the algorithm may proceed normally, proceed with
non-fatal errors, or quit because of a fatal error. The ‘quality assurance’ (QA) of the retrieved products
is assigned based on the behavior of the algorithm. Individual QA flags are assigned particular values
when any errors (fatal or non-fatal) are encountered. When stored within the M?D04 HDF aerosol
product files, the QA flags are composed of data ‘bits’ that can be decoded to determine these errors.
For example, one QA data flag warns the user to any ‘water’ pixels within the box, even when the land
retrieval is still performed.

Whether ocean or land aerosol retrieval was performed, the products are assigned a QA ‘confidence’
flag (QAC) that represents the aggregate of all the individual QA flags. This QAC flag indicates to a
user how the particular retrieval should be considered. This QAC value ranges from 3 to 0, where 3
means ‘good’ quality and 0 means ‘bad’ quality. Presumably, a user would decide to give more weight
to a ‘good’ quality retrieval, rather than a ‘fair’, ‘poor’ or ‘bad’ retrieval. Appendix 2 describes the
individual QA flags and how they are assigned the QAC.

The QAC flag is used to decide which land or ocean AOD values go into the ‘joint land and ocean’ L2
AOD products. These ‘joint® AOD products are actually two different SDSs.



‘Image Optical Depth Land And Ocean’ has no QAC threshold and is intended for a user wanting to
plot pretty pictures of AOD. The SDS “‘Optical Depth Land And Ocean’ has more stringent control,
and is intended for users who expect more quantitative confidence in individual 10 km retrievals over
land. It requires that the QAC>0 (QAC =1, 2 or 3) over land, (and QAC > 0 over ocean). Additional a
‘joint” FW product ‘Optical Depth Ratio Small Land And Ocean’ is produced, that combines land
and ocean with no QAC requirement.

The QA confidence flag serves another purpose. All MODIS-atmosphere products, including the
M?D04 product are averaged globally, on a 1° x 1° degree grid, on daily, weekly, and monthly time
scales. These gridded products are known as the Level 3 (L3) products. The QAC flag is used for
weighting the 10 km products onto the 1° grid. Those retrievals with QAC = 3 are assigned higher
weights than those with QAC = 2 or QAC = 1. Retrievals with QAC=0 are not included in the 1°
averages.



3. Algorithm description: ocean

3.1. Strategy

The theory and strategy of the C005 aerosol retrieval over the ocean (C005-0) is aptly described in the
ATBD-96 (also in Tanré et al., 1997, Levy et al., 2003; Remer et al., 2005) and remains the same for
this version. The mechanics of the ocean algorithm are illustrated in Figure 2. The algorithm is based
on a ‘look-up table’ (LUT) approach, i.e., radiative transfer calculations are pre-computed for a set of
aerosol and surface parameters and compared with the observed radiation field. The algorithm assumes
that one fine and one coarse lognormal aerosol modes can be combined with proper weightings to
represent the ambient aerosol properties over the target. Spectral reflectance from the LUT is compared
with MODIS-measured spectral reflectance to find the ‘best’ (least-squares) fit. This best fit, or an
‘average’ of a set of the best fits is the solution to the inversion. Although the core inversion remains
similar to the process described in Tanré, et al. (1997), the masking of clouds and sediments, the
special handling of heavy dust including dust retrievals over glint, and revisions of the look-up table
are new. The changes from previous over-ocean algorithms are described below.



Figure 2: Flowchart of the over-ocean aerosol retrieval algorithm (from Remer et al., 2005).



3.2. Aerosol models (modes) and lookup tables

The climatology used to create the CO05 aerosols models is derived mainly from data gleaned from
sun/sky photometers (e.g. AERONET; Holben et al., 1998), and from analysis of errors in the products
from previous versions of the MODIS algorithm. In the C005-over ocean algorithm (C005-0O), there
are four fine modes and five coarse modes described in Table 2 (A-D). Coarse modes 7, 8 and 9 have
refractive indices different from the modes in the C004-over ocean (C004-O) algorithm (Remer et al.,
2005). The change was made based on AERONET almucantur retrievals (e.g. Dubovik et al., 2000) of
marine aerosol (personal communication from Oleg Dubovik). Figure 3 shows how FW is strongly
reduced to more realistic values in dusty situations, but in smoke or pollution dominated situations the
values are still high. Retrievals of AOD (AOT) in both situations are nearly unchanged.

TABLE 2A: REFRACTIVE INDICES, NUMBER MEDIAN, STANDARD DEVIATION AND EFFECTIVE RADIUS FOR THE AEROSOL MODES USED IN THE MODIS
LOOKUP TABLE FOR THE OCEAN ALGORITHM. MODELS 1-4 ARE FINE MODES AND MODELS 5-9 ARE COARSE MODES.

F A=0.47-->0.86pum A =1.24pm A =1.64pm A =2.12um rg O | reff Comments
1 1.45-0.0035i1 1.45-0.0035i1 1.43-0.011 1.40-0.0051 0.07 | 0.40 | 0.10 Water Soluble
2 1.45-0.0035i1 1.45-0.0035i1 1.43-0.011 1.40-0.0051 0.06 | 0.60 | 0.15 Water Soluble
3 1.40-0.0020i 1.40-0.0020i 1.39-0.0051 1.36-0.0031 0.08 | 0.60 | 0.20 | Water Soluble with
humidity
4 1.40-0.0020i 1.40-0.0020i 1.39-0.0051 1.36-0.0031 0.10 | 0.60 | 0.25 | Water Soluble with
humidity
C A =0.47-->0.86pm A =1.24pm A =1.64pm A =2.12um rg O | reff Comments
5 1.35-0.0011 1.35-0.0011 1.35-0.0011 1.35-0.0011 0.40 | 0.60 | 0.98 Wet sea salt type
6 1.35-0.0011 1.35-0.0011 1.35-0.0011 1.35-0.0011 0.60 | 0.60 | 1.48 Wet sea salt type
7 1.35-0.0011 1.35-0.0011 1.35-0.0011 1.35-0.0011 0.80 | 0.60 | 1.98 Wet sea salt type
8 1.53-0.0031 (0.47) 1.46-0.0001 1.46-0.001i 1.46-0.0001 0.60 | 0.60 | 1.48 Dust-like type
1.53-0.001i (0.55)
1.53-0.000i (0.66)
1.53-0.000i (0.86)
9 1.53-0.0031 (0.47) 1.46-0.0001 1.46-0.0011i 1.46-0.0001 0.50 | 0.80 | 2.50 Dust-like type
1.53-0.0011 (0.55)
1.53-0.000i (0.66)
1.53-0.000i (0.86)




TABLE 2B: SPECTRAL EXTINCTION COEFFICIENTS FOR THE AEROSOL MODES USED IN THE MODIS LOOKUP TABLE FOR THE OCEAN ALGORITHM. MODELS

1-4 ARE FINE MODES AND MODELS 5-9 ARE COARSE MODES.

A (pm) /

Mode 0.466 0.553 0.645 0.855 1.24 1.64 2.12
1 1.43E-10 9.33E-11 6.15E-11 2.66E-11 791E-12 4.30E-12 1.48E-12
2 3.03E-10 2.33E-10 1.78E-10 9.95E-11 3.93E-11 1.88E-11 6.99E-12
3 6.78E-10 5.45E-10 4.34E-10 2.63E-10 1.15E-10 5.67E-11 2.28E-11
4 1.33E-09 1.12E-09 9.36E-10 6.15E-10 3.01E-10 1.57E-10 6.68E-11
5 2.69E-08 2.78E-08 2.84E-08 2.85E-08 2.55E-08 2.12E-08 1.63E-08
6 5.57E-08 5.76E-08 5.95E-08 6.29E-08 6.44E-08 6.09E-08 5.33E-08
7 9.50E-08 9.72E-08 9.97E-08 1.06E-07 1.13E-07 1.15E-07 1.09E-07
8 5.57E-08 9.72E-08 5.70E-08 6.05E-08 6.60E-08 6.63E-08 6.26E-08
9 6.42E-08 6.54E-08 6.66E-08 6.92E-08 7.31E-08 7.43E-08 7.36E-08

TABLE 2C: SPECTRAL SINGLE SCATTERING ALBEDOS FOR THE AEROSOL MODES USED IN THE MODIS LOOKUP TABLE FOR THE OCEAN ALGORITHM.
MODELS 1-4 ARE FINE MODES AND MODELS 5-9 ARE COARSE MODES.

7‘1&‘;‘(‘1‘2 / 0.466 0.553 0.645 0.855 1.24 1.64 2.12

1 0.9735 0.9683 0.9616 0.9406 0.8786 0.539 0.4968
2 0.9782 0.9772 0.9757 0.9704 0.9554 0.8158 0.8209
3 0.9865 0.9864 0.9859 0.9838 0.9775 0.9211 0.9156
4 0.9861 0.9865 0.9865 0.9855 0.9819 0.9401 0.9404
5 0.9781 0.982 0.9847 0.9886 0.9914 0.9923 0.9925
6 0.9661 0.9716 0.976 0.9825 0.9882 0.9906 0.9919
7 0.955 0.9619 0.9673 0.9759 0.9842 0.988 0.9904
8 0.9013 0.9674 1 1 1 0.9901 1

9 0.8669 0.953 1 1 1 0.9835 1

TABLE 2D: SPECTRAL ASYMMETRY PARAMETERS FOR THE AEROSOL MODES USED IN THE MODIS LOOKUP TABLE FOR THE OCEAN ALGORITHM. MODELS

1-4 ARE FINE MODES AND MODELS 5-9 ARE COARSE MODES.

A (wm) / 0.466 0.553 0.645 0.855 1.24 1.64 2.12
Mode
1 0.5755 05117 0.4478 0.3221 0.1773 0.1048 0.0622
2 0.6832 0.6606 0.6357 0.5756 0.4677 0.3685 0.2635
3 0.7354 0.7183 0.6991 0.651 0.559 04715 03711
4 0.7513 0.7398 0.726 0.6903 0.6179 0.5451 0.4566
5 0.7852 0.7865 0.7891 0.7945 0.7951 0.7865 0.769
6 0.7947 0.7885 0.7857 0.7868 0.794 0.7963 0.7922
7 0.8102 0.8005 0.7931 0.7858 0.7884 0.7937 0.7963
8 0.7534 0.72 0.6979 0.6795 0.7129 0.72 0.719
9 0.7801 0.7462 0.7352 0.7065 0.722 0.7222 0.7151




Figure 3: In dusty situations the Collection 004 (red) data reported a too high proportion of fine mode aerosols with
average Fine Weighting (FW or FMW) of ~0.5. In smoke or pollution aerosols it retrieved roughly the correct fmw
of ~0.8. Using the new refractive indices in the three coarse modes, the Collection 005 (blue) retrievals report less
fine mode particles in the dust (FW reduces to ~0.3), but there is still a high frequency of predominately fine mode
particles retrieved in the pollution episode. Note that the mean AOD (AOT) remains the same in the two collections.

Like all previous versions, the C005-O LUT was created with the radiative transfer code developed by
Ahmad and Fraser (1981). The spectral reflectance at the satellite level is assumed to be from a
combination of radiation from the surface and the atmosphere. The ocean surface calculation includes
sun glint reflection off the surface waves (Cox and Munk, 1954), reflection by whitecaps (Koepke,
1984) and Lambertian reflectance from underwater scattering (sediments, chlorophyll, etc). The
surface wind speed is assumed at 6.0 m/s. Zero water leaving radiance is assumed for all compared
wavelengths, except for at 0.55 um, where a fixed reflectance of 0.005 is used. The atmospheric
contribution includes multiple scattering by gas and aerosol, as well as reflection of the atmosphere by
the sea surface. Thus, spectral reflectance was computed for each of the nine aerosol models described
in the Table 2. Six values of AOD, t°, (normalized to 0.55 wm) were considered for each mode,
ranging from a pure molecular (Rayleigh) atmosphere (t* = 0.0) to a highly turbid atmosphere (t" =
3.0), with intermediate values of 0.2, 0.5, 1.0 and 2.0. For each model and aerosol optical depth at 0.55
um, the associated aerosol optical depths were stored for the other six wavelengths, including the blue
(at 0.47 um). Computations are performed for combinations of 9 solar zenith angles (6°, 12°, 24°, 36°,
48°, 54°, 60°, 66° and 72°), 16 satellite view zenith angles (0° to 72°, increments of 6°) and 16 relative
sun/satellite azimuth angles (0° to 180°, increments of 12°) for a total of 2304 angular combinations.



3.3. Selection of pixels: cloud, glint and sediment masking

The masking of clouds and sediments and the selection of pixels are described in Remer et al., (2005).
Prior to ocean retrieval, the reflectance is organized into the nominal (at nadir) 10km boxes of 20 by 20
pixels (at nominal 500m resolution) and corrected for gas (water, carbon dioxide and ozone)
absorption (see Appendix 1). This requires degrading the resolution of the 250 m channels (po ¢ and
Poss). Note that if land is encountered in any of the 400 pixels, the entire box is left for the land
algorithm.

The algorithm has the arduous task of separating 'good' pixels from 'cloudy' pixels. The standard
M?D35 cloud mask includes using the brightness in the visible channels to identify clouds. This
procedure will mistake heavy aerosol as 'cloudy', and miss retrieving important aerosol events over
ocean. On the other hand, relying on IR-tests alone permits low altitude, warm clouds to escape and be
misidentified as 'clear', introducing cloud contamination in the aerosol products. Thus, our cloud mask
over ocean combines spatial variability tests (e.g. Martins et al., 2002) along with tests of brightness in
visible and infrared channels. Appendix 1 describes the cloud mask over ocean. Underwater sediments
have proved to be a problem in shallow water (near coastlines) as the sediments can easily have land-
like surface properties. Thus, the sediment mask of Li et al. (2003) is used in addition to the cloud
mask.

The algorithm sorts the remaining pixels that have evaded all the cloud masks and the sediment mask
according to their pose value, discards the darkest and brightest 25%, and thereby leaves the middle
50% of the data. The filter is used to eliminate residual cloud contamination, cloud shadows, or other
unusual extreme conditions in the box. Because the ocean cloud mask and the ocean surface are
expected to be less problematic than their counterparts over land, the filter is less restrictive than the
one used in the land retrieval. Of the 400 pixels in the original box, at least 10 must remain from the
masking and filtering. Otherwise, no retrieval is attempted and fill values are given for the aerosol
products in that10 km box. If there are at least 10 good pixels in the 0.86um channel and at least 30
good pixels in the remaining 5 channels, the mean reflectance and standard deviation are calculated for
the remaining 'good' pixels at the six pertinent wavelengths.

Ocean Glint and Internal Consistency:

The ocean algorithm was designed to retrieve only over dark ocean, (i.e. away from glint). There is a
special case when we retrieve over glint, and that is described below. The algorithm calculates the glint
angle, which denotes the angle of reflection, compared with the specular reflection angle. The glint
angle is defined as

®glint=cos’1((cos@scos@v)+(sin65sinevcosq))) (%)

where 0, 0y, and ¢ are the solar zenith, the satellite zenith and the relative azimuth angles (between the
sun and satellite), respectively. Note that Fresnel reflection corresponds to Ogjint = 0. If Ogiine > 40°, we
can avoid glint contamination and proceed with the retrieval. The algorithm performs several
consistency checks of the spectral reflectances. Depending on the outcome of these consistency
checks, the algorithm may either declare the reflectances to be beyond the range necessary for a
successful inversion and exit the procedure, or continue onto the inversion after assigning quality flags
(Quality Assurance — QA) to each wavelength.



3.4. Retrieval algorithm

The inversion procedure described in ATBD-96, Levy et al., (2003) and Remer et al., (2005) remains
the same for the C005-0 algorithm. Following Tanré¢ et al. (1996), we know that the MODIS-measured
spectral radiance (0.55 — 2.13 um) contains almost three pieces of independent information about the
aerosol loading and size properties. With some assumptions, the algorithm can derive three parameters:
the AOD at one wavelength ( 7.%,), the ‘reflectance weighting parameter’ (the over-ocean definition of
Fine Weighting - FW) at one wavelength (1, ss) and the ‘effective radius’ (r), which is the ratio of the
3rd and 2nd moments of the aerosol size distribution. The effective radius is represented by choosing a
single ‘fine’ (f ) and single ‘coarse’ (c) aerosol mode for combining with the FW parameter. The
inversion is based on the look-up table (LUT) of four fine modes and five coarse modes (Table 2),
Remember that although the LUT is defined in terms of a single wavelength of optical thickness, the
parameters of each of the single mode models define a unique spectral dependence for that model,

tot

which is applied to the retrieved value of 7. to determine optical thickness at other wavelengths.

The retrieval requires a single fine mode and a single coarse mode. The trick, however, is to determine
which of the (4 x 5 =) twenty combinations of fine and coarse modes and their relative optical
contributions that best mimics the MODIS-observed spectral reflectance. The reflectance from each
mode is combined using 1) as the weighting parameter,

P57 (Tss) = nps (Toes) + (L= 1) P5 (Toss) (6)

where piY"(t{i;)is a weighted average reflectance of an atmosphere with a pure fine mode 'f' and

tot

optical thickness t,5sand the reflectance of an atmosphere with a pure coarse mode 'c' also with the
same T,ss. For each of the twenty combinations of one fine mode and one coarse mode, the inversion
finds the pair of 755 and 7, ssthat minimizes the “fitting error’ (¢) defined as

6 m LUT 2
EN)L mp;\, rapl
= \p; - p;” +0.01

6
2N
=1

where N, is the sum of good pixels at wavelength A, p} is the measured MODIS reflectance at
wavelength A, o, is the reflectance contributed by Rayleigh scattering, and p.”" is calculated from
the combination of modes in the look-up table and defined by Equation (6). The 0.01 is to prevent a
division by zero for the longer wavelengths under clean conditions (Tanré et al. 1997). Note the
inclusion of the Rayleigh reflectance scattering in Equation (7), as compared with the formula in C004-
O (Remer et al., 2005). The inversion requires p g, to exactly fit the MODIS observations at that
wavelength and then finds the best fits to the other five wavelengths via Equation (7). The 0.87 um
channel was chosen to be the primary wavelength because it is expected to be less affected by
variability in water leaving radiances than the shorter wavelengths, yet still exhibit a strong aerosol
signal, even for aerosols dominated by the fine mode. By emphasizing accuracy in this channel
variability in chlorophyll will have negligible effect on the optical thickness retrieval and minimal

effect on 1,_ ss-

(7



The twenty solutions are then sorted according to values of €. The ‘best’ solution is the combination of
modes with accompanying ., and 7, that minimizes €. The solution may not be unique. The
‘average’ solution is the average of all solutions with €< 3% or if no solution has ¢ < 3%, then the
average of the 3 best solutions. Once the solutions are found, then the chosen combination of modes is
the de facto derived aerosol model and a variety of parameters can be inferred from the chosen size
distribution including spectral optical depth, effective radius, spectral flux, mass concentration, etc.

Final Checking.

Before the final results are output, additional consistency checks are employed. In general, if the
retrieved AOD at 0.55 um is greater than —0.01 and less than 5, then the results are output. Negative
optical depths are given lower quality (QA) values. There are exceptions and further checking for
heavy dust retrievals made over the glint. The final QA-confidence flag may be adjusted during this
final checking phase.

Special case: Heavy dust over glint.

If Ogiine < 40° then we check for heavy dust in the glint. We use a similar technique as before during
the masking operations when we noted that heavy dust has a distinctive spectral signature because of
light absorption at blue wavelengths. In the situation of identifying heavy dust over glint we designate
all values of po47/ poss < 0.95 to be heavy dust. If heavy dust is identified in the glint, the algorithm
continues with the retrieval, although it sets QAC=0. This permits the retrieval, but prohibits the
values from being included in the Quality Weighted Level 3 statistics (Remer et al., 2005). If heavy
dust is not identified in the glint, then the algorithm writes fill values to the aerosol product arrays and
exits the procedure.

3.5. Sensitivity study

Tanr¢ et al., (1997) and ATBD-96, describe a rigorous sensitivity study that tests the ability of the
inversion procedure to retrieve the ‘correct’ values of aerosol properties. Since the Tanré et al., (1997)
study uses the pre-launch aerosol models (11 models), we expect that there would be no significant
difference if repeated for the nine models in the V5.2 inversion described here. Here, we will attempt
to summarize the major results of their sensitivity experiments, noting that the some of the details are
obsolete for this version of the algorithm.

In the first experiment, Tanré et al., (1997) fed exact values from the lookup table (‘Input in the LUT’)
into the inversion algorithm, attempting to determine the accuracy in which the algorithm recreated the
simulated aerosol properties. They considered two small modes ‘S’ and ‘Sg’, as well as one large
mode ‘L4’ out of their choice of lookup table modes. For each of these modes, they considered four
optical depths at 0.55 um (Tt = 0.2, 0.5, 1.0 and 2.0) and three choices of FW mixing, (1 = 1.0, 0.0 and
0.41). One set of solar/surface/sensor scattering geometry was used. In each case, the authors
attempted to retrieve total AOD (7,55), FW (1, 55), the effective radius (Ref) and the asymmetry
parameter (g).

Figures 4 (quadrant ‘a’) and 5 (quadrant ‘a’ for each A-D) represent ‘Input in the LUT’. Figure 4 is for
the retrieved AOD, whereas Figure 5 plots retrievals of size parameters. Figure 5D is a blowup of 5C,



showing Reg < 0.40. In each figure, the ‘best’ solution is plotted as the black dots, ‘average solution is
plotted with red ‘X’, whereas the standard deviation of the ‘average’ solution is plotted as the error
bars. In all cases, the ‘best’ solutions exactly match the input scenarios, even the size parameters. The
‘average’ solutions, however, show instability compared to the input aerosol properties, especially for
the size parameters. Large variations are observed in the 'average' solutions (crosses) for double
modes, i.e., when n=0.0 and 1.0. Because of the lack of uniqueness in the relationship between
physical and optical properties (Tanre et al., 1996), large fluctuations in the retrieved physical
properties may occur, and as a result the algorithm has to compensate them by selecting a wrong ratio
n or the effective radius. It is interesting to note that the standard deviation (shown as error bars) is a
good measure of the quality of the retrieval; when it is small, the 'average' and 'best' solution are
similar and quite close to the true values. The point is that although the exact characteristics of the
different modes are difficult to assess, the algorithm is generally sensitive to the relative size of the
aerosol particles.

Figure 4: Scatter diagram of the optical depth, the x-axis correspond to the input, the y-axis to the retrieved values.
Each quarter is devoted to a specific sensitivity study. Quarter (a) corresponds to an inversion where all the input
are included in the LUT. Quarter (b) corresponds to an inversion with values of the optical thickness not included in
the LUT. Quarter (c) corresponds to a different wind speed. Quarter (d) corresponds to a different refractive index.
The black dots correspond to the 'best' solutions and the crosses to the 'average' solutions (see the text).

The next experiment was an attempt to simulate aerosol conditions that were not already in the LUT,
such as 7,5, = 0.35 or 0.85. To simulate these scenarios, they performed additional (offline) RT
calculations to simulate the TOA reflectance in these conditions. These spectral reflectances were then
fed into the inversion code to determine the quality of retrieval. All of the quadrants ‘a’ in Figures 4-5
represent the conditions of inputs ‘Not in the LUT’ and show that the algorithm performs about as well

as for inputs ‘in the LUT’.

Quadrants ‘c’ and ‘d’ of each subfigure in Figures 4 and 5 show how the retrieval performs in cases of
where the wind speed or refractive index is different from that in the LUT. Again the details are
described in Tanr¢ et al., (1997).



Figure 5: Same as Fig 4 but for (A) ratio 1, (B) asymmetry parameter g, (C) Effective Radius (R.¢) and for (D)
blowup of Effective Radius (R.g) < 0.40. Error bars correspond to the standard deviation of the 'average' solution.

In the next set of experiments, Tanré et al., (1997) consider sources of error on the aerosol retrieval,
such as sensor calibration, contamination by glint, or false estimate of the water-leaving radiance. To
simulate these effects, they added the error separately to the measurements p’' for each channel (j) in
the following way.

(a) ‘calibration error’: p”=>p" (1.-Rnd;) where Rnd; is random error scaled between +£0.01. It
represents a random spectral calibration error of maximum of 1%.

(b) ‘Glint error’: p”=>p*+0.01. This considers that the glint effect may not be completely
avoided or predicted, which adds a constant value to the reflectance in all channels.

(c) ‘“Type 1 surface error’: p’'=>p?+ Rnd;, where Rnd; is random error between +0.002. It
represents, for instance, possible errors in the water leaving radiance.

(d) ‘“Type 2 surface error’: p?=>p"+ (0.005/A;), where where Aj is the center wavelength (in
um) of channel j. For doing so, the reflectance is increased by approximately 0.01 in 0.55 pm and
0.0025 in 2.12 pum channels, representing systematic errors in the spectral dependence of the
reflectances, like uncertainties resulting from the foam spectral dependence.

Figures 6 and 7 (A-D) are analogous to Figures 4 and 5 (A-D), except each quadrant in each subfigure
represents the errors described by (a)-(d). For randomly distributed errors (calibration and type 1
surface errors — quadrants (a) and (c)) Figure 6 shows that there is no systematic effect on the retrieval



of AOD and that the impact is almost negligible in most of the cases. Surface errors due to the glint or
Type 2 surface errors (i.e., non-random errors) lead to an overestimate of the optical thickness. That is
because additional surface contribution is translated into a larger atmospheric contribution, and in
consequence results in a larger optical thickness. This effect is more important for small optical
thickness, as the relative contribution of the surface is larger. As for the primary derived size parameter
n, Figure 7A clearly shows that it is difficult it them accurately in the presence of these errors. The
dispersion of n is quite large for both 'best' and 'average' solutions, so that the retrieved values are
considered only as an estimate of the relative contributions of the modes. However, the derived
retrievals of Re and g tend to be much better, especially for the ‘best” solution. Let us note that the
glint effect is the most destructive error for retrieving size paramters; it may result in 100% error but
there is no systematic bias. Better values of size parameters can be retrieved far from the specular
reflection. It was from this sensitivity study that glint angles > 40° would not be considered for quality
aerosol retrieval.

Figure 6: Scatter diagram of the optical depth, with additional assumed ‘errors’. The x-axes correspond to the input,
the y-axes to the retrieved values. Each quarter is devoted to a specific source of errors. Quarter (a) corresponds to
calibration errors. Quarter (b) corresponds to glint error. Quarter (c) corresponds to Type 1 surface error. Quarter
(d) corresponds to Type 2 surface error. The black dots correspond to the 'best' model and the crosses to the
'average' solution (see the text). Errors bars correspond to the standard deviation of the 'average' solution.



Figure 7: Same as Fig 6 but for (A) ratio 1, (B) asymmetry parameter g, (C) Effective Radius (R.¢) and for (D)
blowup of Effective Radius (R.g) < 0.40. Error bars correspond to the standard deviation of the 'average' solution.



3.6. Retrieved ocean products

As discussed earlier, the primary retrieved products of the ocean algorithm are the total AOD at 0.55
wm (7,55), the Fine (Mode) Weighting (FW or 1) and which Fine (f) and which Coarse (c) modes were
used in the retrieval. The fitting error (¢) of the simulated spectral reflectance is also retrieved. Both the
‘best’ and ‘average’ solutions are reported. From these primary products a number of other parameters
can be easily derived. Examples include the effective radius (r.) of the combined size distribution, the
spectral total, fine and coarse AODs (7", ] and 7}), and a measure of the columnar aerosol mass
concentration (Mc). Table 3 lists the products retrieved and derived during the ocean retrieval

algorithm. Details about the ‘Quality Assurance Ocean’ (QA) SDS are given in the Appendix.

TABLE 3: CONTENTS OF MODIS V5.2 AEROSOL LEVEL 2 FILE (MOD04/MYD04): OCEAN PRODUCTS

Name of Product (SDS) Dimesions: 3™ Dimension Type of product
Effective_Optical Depth Average Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Retrieved Primary
Effective_Optical Depth Best Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Retrieved Primary
Optical_Depth_Ratio_Small Ocean_0_55micron X,Y,2: average, best Retrieved Primary
Solution_Index_Ocean_Small X,Y,2: average, best Retrieved Primary
Solution_Index_Ocean_Large X,Y,2: average, best Retrieved Primary
Least_Squares Error Ocean X,Y,2: average, best Retrieved Diagnostic
Effective_Radius_Ocean X,Y,2: average, best Derived
Optical Depth_Small Best Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Optical Depth_Small_Average Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Optical Depth Large Best Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Optical Depth Large Average Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Mass_Concentration_Ocean X,Y,2: average, best Derived
Cloud_Condensation Nuclei Ocean X,Y,2: average, best Derived
Asymmetry Factor_Best Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Asymmetry Factor_Average Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Backscattering_Ratio_Best_Ocean X,Y,7: 0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Backscattering_Ratio_Average Ocean X,Y,7:0.47,0.55,0.66,0.86,1.2,1.6,2.12um Derived
Angstrom_Exponent_1_Ocean (0.55/0.86 micron) X,Y,2: average, best Derived
Angstrom_Exponent 2_Ocean (0.86/2.1 micron) X,Y,2: average, best Derived
Cloud_Condensation Nuclei Ocean X,Y,2: average, best Derived
Optical Depth_by models_ocean X,Y,9: 9 models Derived
Cloud_Fraction_Ocean X,Y: Diagnostic
Number_Pixels_Used_Ocean XY: Diagnostic
Mean_Reflectance_Ocean X)Y: Diagnostic
STD_Reflectance_Ocean X,Y: Diagnostic
Aerosol_Cldmask Byproducts Ocean X,Y: Diagnostic
Quality Assurance Ocean X,Y.,5 bytes Diagnostic
Optical Depth Land And Ocean X,Y:0.55 wum Joint Land and Ocean
Image Optical Depth Land And Ocean X,Y:0.55 wum Joint Land and Ocean
Optical Depth Ratio Small Land And Ocean X,Y:0.55 um Joint Land and Ocean

X = 135; Y = 203. If there is a 3" dimension of the SDS, then the indices of it are given. The “Retrieved” parameters are the solution to the inversion,
whereas “Derived” parameters follow from the choice of solution. “Diagnostic” parameters aid in understanding of the directly Retrieved or Derived
products. “Experimental” products are unrelated to the inversion but may have future applications.

Some of the ocean products are combined with products from land (discussed in the next section) as,
‘Joint Land and Ocean products’. For example, the 0.55 channel of the
‘Effective_Optical Depth Average Ocean’ product is written into the
‘Image Optical Depth Land And Ocean’ product and the ‘Optical Depth Land And Ocean’



product. This includes all retrievals including those with QAC=0. Both products provide a full picture
of the aerosol distribution over ocean, even if some of the retrievals are more qualitative in nature than
the validated quality assured data. Similarily, the ‘Optical Depth Ratio Small Ocean’ product is
copied into ‘Optical Depth Ratio Small Land And Ocean’.



4. Algorithm description: land

The upward reflectance (normalized solar radiance), at the top of the atmosphere (TOA), is a function
of successive orders of radiation interactions, within the coupled surface-atmosphere system. The TOA
angular (6,,0, and ¢ = solar zenith, view zenith and relative azimuth angles) spectral reflectance
(p,(6,,0,9)) at a wavelength A results from: scattering of radiation within the atmosphere without
interaction with the surface (known as the ‘atmospheric path reflectance’), the reflection of radiation
off the surface that is directly transmitted to the TOA (the ‘surface function’), and the reflection of
radiation from outside the sensor’s field of view (the ‘environment function’). The environment
function is neglected so that to a good approximation:
: . F,(B)T,(6)0;(6,,6.9)
6,,0,9) = p;(6,,0,¢) + 21—~ A0 8
P;(6,,0.9) = p;(6,.6,9) 1= 5,0.(0,,0,0) )]
where F; is the normalized downward flux for zero surface reflectance, 7, represents upward total
transmission into the satellite field of view, s, is the atmospheric backscattering ratios, and ©’, is the
angular spectral surface reflectance.

Except for the surface reflectance, each term on the right hand side of Equation (8) is a function of the
aerosol type and loading (AOD). Assuming that a small set of aerosol types and loadings can describe
the range of global aerosol, we can derive a lookup table that contains pre-computed simulations of
these aerosol conditions. The goal of the algorithm is to use the lookup table to determine the
conditions that best mimic the MODIS-observed spectral reflectance p”,, and retrieve the associated
aerosol properties (including AOD and FW). The difficulty lies in making the most appropriate
assumptions about both the surface and atmospheric contributions.

4.1. Strategy

Compared to the C004-L family of algorithms, the C005-L algorithm (V5.2) is a complete overhaul
(Levy et al., 2006). Whereas C004-L essentially retrieved aerosol properties independently in two
visible channels (0.47 and 0.66 um) retrieval, V5.2 retrieves aerosol properties in three channels
simultaneously (the two visible channels, plus the 2.12 um channel). The C004-L algorithms made the
drastic assumption that aerosol was transparent in the 2.12 um channel, and that surface reflectance in
the visible channels was a constant ratio of the observed (equal to surface) reflectance at 2.12 um.
V5.2 assumes that the 2.12 um channel contains information about coarse mode aerosol as well as the
surface reflectance. The surface reflectance in the visible is still a function of the surface reflectance at
2.12 um, but is also a function of the scattering angle and the “greenness” of the surface in the mid-IR
spectrum (NDVI-like parameter based on 1.24 and 2.12 um).

Like the ocean algorithm (C005-0), the C005 land (C005-L) algorithm is an inversion, but takes only
three (nearly) independent observations of spectral reflectance (0.47, 0.66 and 2.1 wm) to retrieve three
(nearly) independent pieces of information. These include total AOD at 0.55 um (7,55), Fine (model)
Weighting at 0.55 um (FW or 1,55), and the surface reflectance at 2.1um (0’,,,). Like the ocean



algorithm, C005-L is based on look-up table (LUT) approach, i.e., radiative transfer calculations are
pre-computed for a set of aerosol and surface parameters and compared with the observed radiation
field. The algorithm assumes that one fine-dominated aerosol model and one coarse-dominated aerosol
model (each may be comprised of multiple lognormal modes) can be combined with proper weightings
to represent the ambient aerosol properties over the target. Spectral reflectance from the LUT is
compared with MODIS-measured spectral reflectance to find the best match. This best fit is the
solution to the inversion.

In addition to the new philosophy of over-land retrieval for C005, the C005-L algorithm makes use of
new climatology of aerosol optical properties, vector radiative transfer for creating the lookup tables,
and new logic for creation of the Quality Assurance (QA) flags.

4.2. Formulation of the land algorithm

For formulating V5.2 over land, we used a large collection of AERONET L2A (quality assured Level
2 data) sunphotometer data (http://aeronet.gsfc.nasa.gov) co-located with the MODIS C004 data
(Ichoku et al. 2002. From the AERONET database, we used a combination of direct ‘sun’
measurements of AOD in four or more wavelengths (at least 0.44, 0.67, 0.87 and 1.02 um) and indirect
‘sky’ measurements of almucantur radiance that were inverted into aerosol optical properties and size
distributions. Sun measurements are made approximately every 15 minutes, whereas almucantur sky
measurements are performed about every hour. Recently, O’Neill et al., (2003) developed an algorithm
to invert sun-measured spectral AOD to yield estimates of Fine aerosol Weighting (FW). Over 15,000
pairs of MODIS and AERONET sun data, at over 200 global sites, have been co-located in time via the
technique of Ichoku et al., (2002). A valid MODIS/AERONET match is considered when there at least
five (out of a possible 25) MODIS retrievals (10 km x 10 km resolution) within the box, and at least
two (out of a possible five) AERONET observations within an hour. About 136,000 individual
AERONET sky retrievals were used to develop the C0O05-L global/seasonal aerosol climatology.

4.3. Aerosol optical models and lookup tables

A number of studies (e.g. Chu et al., 2002, Remer et al., 2005, Ichoku et al., 2002, Levy et al., 2005)
have demonstrated that MODIS/AERONET regression of AOD over land resulted in slope less than
one; meaning that MODIS tended to under-retrieve optical depth for large AOD. This indicated that
the aerosol models used in C004-L were not truly representative of the optical conditions viewed by
MODIS. For example, over the east coast of the United States during summertime, Levy et al. (2005)
showed MODIS retrievals would be improved by switching to the GSFC urban/industrial aerosol
model derived from AERONET data (Dubovik et al., 2002). Omar et al., (2005) performed a “cluster
analysis” of AERONET data and found that six aerosol models (composed of desert dust, biomass
burning, background/rural polluted continental, marine, and dirty pollution, respectively) sufficiently
represented the entire AERONET dataset. The models varied mainly by their SSA and size
distribution. Two models were representative of very clean conditions (marine and background/rural).
One of the models (dust) was coarse-dominated, analogous to the MODIS coarse dust model, and three
were fine models having different SSA (biomass burning, polluted continental, and dirty pollution),
that were analogous to the C004-L set of fine models. Because the MODIS over-land retrieval employs
only three channels (and suffers from surface and other contaminations), it is not able to select among
choices of fine aerosol model. Therefore, the aerosol retrieval algorithm must assign the fine aerosol



model a priori of the retrieval. This section describes how cluster analysis was used to determine a set
of global aerosol models, and how they were assigned as a function of location and season. More
information is in Levy et al., (2006).

For our subjective cluster analysis, we used all AERONET Level 2 (L2A) data that were processed as
of February 2005, encompassing both spherical and spheroid retrievals. We discriminated the retrievals
by the minimum quality parameters suggested by the AERONET team, including: AOD at 0.44 um
greater than 0.4, solar zenith angle greater than 45°, 21 symmetric left/right azimuth angles, and
radiance retrieval error less than 4%. The resulting data set was comprised of 13,496 spherical
retrievals and 5128 spheroid retrievals at over 100 sites. In order to differentiate between aerosol types,
we separated the AERONET data set into ten discrete bins of AOD. Each bin, then, was used
separately to differentiate aerosol types. Presumably, this would help to identify expected dynamic
properties (function of AOD) of each aerosol type (e.g. Remer et al., (1998)). In contrast to Omar et al.
(2005), we desired to pursue not necessarily the most statistically significant clustering, but rather to
identify three distinct fine-dominated models useful for MODIS. With this goal of fine model
identification in mind, we clustered with respect to only two optical parameters: SSA at 0.67 um and
the asymmetry parameter at 0.44 um. Presumably the SSA would differentiate between non-absorbing
aerosols (such as urban/industrial pollution — (Remer et al., 1998; Dubovik et al., 2002)) and much
more absorbing aerosols (such as savanna burning smoke — (Ichoku et al., 2003; Dubovik et al.,
2002)), and the asymmetry parameter (ASYM) at 0.44 um would help differentiate between the phase
functions of different (mainly fine mode — size similar to wavelength) aerosols. We assumed that we
were allowed to number the clusters so that in each AOD bin, one cluster represents the combination of
highest SSA and highest ASYM (‘non-absorbing’ aerosol model), one cluster represents the lowest
SSA and lowest ASYM (‘absorbing’ aerosol model), and the third represents the middle combination
values (‘neutral’ aerosol model). As for the coarse aerosol model, we found that a single cluster
described the spheroid-based almucantur inversions (Dubovik et al., 2006). Since the sites contributing
to spheroid data were primarily those known to be in dust regions, we assumed that the spheroid model
represented coarse (‘dust’) aerosol.

For each AERONET site, and for each season, we determined the percentage of the retrievals
attributed to each cluster. Figure 8 (a-d) displays pie-plots at each site, as a function of season. To
remove poor statistics, we show pie plots only at sites having at least 10 observations (per season)
during the history of AERONET. Green pie segments represent the non-absorbing SSA~0.95 model
(presumably urban/industrial aerosol), blue segments are the neutral SSA~0.90 model (presumably
generic, forest smoke and developing world aerosol), and red segments designate the highly absorbing
SSA~0.85 model (presumably savanna/grassland smoke aerosol). At most sites and most seasons, the
aerosol type is as expected. Non-absorbing aerosol (green) dominates the U.S. East Coast and far
western Europe, whereas highly absorbing aerosol (red) dominates the savannas of South America and
Africa. Most other sites are dominated by neutral aerosol (blue) or are a mix of all clusters. There are
some exceptions to expectation, however. Surprisingly, Southeast Asia seems to be primarily non-
absorbing aerosols, as opposed to the absorbing aerosol assumed in C004-L. Recent studies (e.g. Eck
et al., 2005) confirm that the urbanized areas of Southeast Asia are primarily non-absorbing. A few
sites in Western Europe have large fractions of absorbing aerosol, yet the reason is not known.



Figure 8: Percentage (pie charts) of spherical aerosol model type retrieved at each AERONET site per season.
Colors represent absorbing (SSA ~ 0.85), neutral (SSA ~ 0.90) and non-absorbing (SSA ~ 0.95), respectively.

Keeping in mind our goal of dividing the world into plausible aerosol types, we decided that each site
should have an assumed aerosol type attached to it. The Neutral aerosol model was set as the default,
and would be overwritten only if clear dominance of one of the other two aerosol types was observed.
If either the non-absorbing or the absorbing aerosol occupied more than 40% of the pie, and the other
occupied less than 20%, then the site was designated as the dominant aerosol type. For example, GSFC
(Longitude = -77; Latitude = 37.93) during the summer months (JJA) recorded 87% non-absorbing and
13% neutral, meaning it would be designated as non-absorbing. Figure 9 (a-d) displays the designated
aerosol types at each site. As in Figure 8, green represents non-absorbing, blue represents neutral and
red designates absorbing aerosol types. Most site designations seem reasonable and were expected
from our experience. North America during the summer (JJA) is split between non-absorbing and
neutral aerosol types, much the same way (approximately -100° longitude) as was prescribed for C-
004. Southern Africa during the winter season (DJF) is solidly designated as absorbing aerosol (e.g.
Ichoku et al., 2003). Western Europe is evenly split between non-absorbing and neutral (except for two
absorbing sites), meaning that a subjective decision is needed here. To follow CO004-L, the non-
absorbing aerosol model was chosen for Western Europe.



Figure 9: Final spherical aerosol model type designated at each AERONET site per season. Colors represent
absorbing (SSA ~ 0.85), neutral (SSA ~ 0.90) and non-absorbing (SSA ~ 0.95), respectively.

Figure 10 plots the final decision for designating aerosol types around the globe, as a function of
season. Note that where possible the shapes correspond with the clustering. At some regions, however,
some subjectivity was needed to connect areas. For example, even though insufficient data exists for
Africa north of the equator, the known surface types and seasonal cycles suggest that heavy absorbing
aerosol would be produced during the biomass burning season. Red designates regions where the
absorbing aerosol is chosen, whereas green represents non-absorbing aerosol. The neutral (SSA ~ 0.90)
model is assumed everywhere else. These images were mapped onto a 1° longitude x 1° latitude grid,
such that a fine aerosol type is assumed for each grid point, globally. This global map approach, that is
not hardwired into the processing code, will allow for easy alterations as new information becomes

available.



Figure 10: Final spherical aerosol model type designated at 1° x 1° gridbox per season. Red and green represent
absorbing (SSA ~ 0.85) or non-absorbing (SSA ~ 0.95) models, respectively. Neutral (SSA ~ 0.90) is assumed
everywhere else.



Table 4 displays the optical properties and size distributions for the Continental model, the three
spherical (neutral, absorbing and non-absorbing) fine models and the one spheroid coarse aerosol
(dust) models assumed for V5.2. Figure 11 shows the size distributions for the four AERONET-
derived models. Note the dynamic nature (function of AOD) of the size properties of the fine models,
especially the non-absorbing model. Figure 12 plots the final phase function at 0.55 um for each
model for an AOD of 0.5.

TABLE 4: OPTICAL PROPERTIES OF THE AEROSOL MODELS USED FOR THE V5.2 OVER-LAND LOOKUP TABLE

SSA/g
Model Mode ry (Wm) (o] Vo(n ms/p,mz) Refractive Index: k (0.47/0.55/0.66/2.1uM)
for tyss=0.5
Continental 0.90/0.89/0.88/0.67

0.64/0.63/0.63/0.79

Soluble 0.176 1.09 3.05 1.53-0.005i; 0.47 um
1.53-0.006i; 0.55 wm

1.53-0.006i; 0.66 wm

1.42-0.011; 2.12 um

Dust 17.6 1.09 7.364 1.53-0.008i; 0.47 um
1.53-0.008i; 0.55 wm

1.53-0.008i; 0.66 wm

1.22-0.009i; 2.12 um

Soot 0.050 0.693 0.105 1.75-0.45i; 0.47 um
1.75-0.44i; 0.55 um

1.75-0.43i; 0.66 um

1.81-0.501; 2.12 um

Neutral/ 0.93/0.92/0.91/0.87
Generic 0.68/0.65/0.61/0.68
Accum  0.0203t+0.145  0.1365t+0.3738  0.1642 """ 1.43 - (-0.0027+0.008)i
Coarse  0.3364t+3.101 0.098t+0.7292  0.1482 7% 1.43 - (-0.0027+0.008)i
Non-absorb/ 0.95/0.95/0.94/0.90
Urban-Ind 0.71/0.68/0.65/0.64
Accum  0.0434t+0.1604  0.1529t+0.3642  0.1718 t"%" 1.42 - (-0.0015t+0.007)i
Coarse  0.1411t+3.3252  0.1638t+0.7595  0.0934 t"*** 1.42 - (-0.00151+0.007)i
Absorbing/ 0.88/0.87/0.85/0.70
Heavy Smoke 0.64/0.60/0.56/0.64
Accum  0.0096t+0.1335  0.0794t+0.3834  0.1748 t"¥" 1.51-0.02i
Coarse  0.9489t+3.4479  0.0409t +0.7433  0.1043 7" 1.51-0.02i
Spheroid/ 0.94/0.95/0.96/0.98
Dust 0.71/0.70/0.69/0.71
Accum  0.1416 ¢ %" 0.7561 ¢ "' 0.0871 " 1.48T "% —(0.0025 ©*"*%)i; 0.47 um

1.48T "'~ 0.002i; 0.55 um

1.48T "' —(0.0018 T"®)i; 0.66 um

1.467 %%~ (0.0018 T**%i; 2.12 um

Coarse 22 0.554 ¢ 0" 0.6786 "% 1.48T "' —(0.0025 ©*"*%)i; 0.47 um
1.48T "'~ 0.002i; 0.55 um

1.48T "' —(0.0018 T"%)i; 0.66 um

1.467 %%~ (0.0018 T**%i; 2.12 um

Listed for each model are the individual lognormal modes, and the final SSA at different wavelengths. Listed for each mode are the mean radius r,,
standard deviation o of the volume distribution, and total volume of the mode, V,. The complex refractive index is assumed for all wavelengths (0.47,
0.55.0.66 and 2.1 um), unless otherwise noted. The Absorbing and Neutral model parameters (ry, o and k) are defined for T < 2.0; for T> 2.0, we assume t
=2.0. Likewise, the Non-absorbing and Spheroid model parameters are defined for t < 1.0. V, (for all models) is defined for all T.



Figure 11: Aerosol size distribution as a function of optical depth for the three spherical (neutral, absorbing and
non-absorbing) and spheroid (dust) models identified by clustering of AERONET.

Figure 12: Plot of phase function at 0.55 uwm (as a function of angle) for the 5 aerosol models in of the V5.2 LUT. In
each case, v =0.5.



The C004-L MODIS lookup table (LUT) contained simulated aerosol reflectance in two channels (0.47
and 0.66 pum), calculated using the non-polarized (scalar) SPD radiative transfer (RT) code (Dave et
al., 1970). Levy et al., (2004) demonstrated that under some geometries, neglecting polarization could
lead to significant errors in top of atmosphere reflectance, further leading to significant errors in AOD
retrieval. Figures 13a and 13b are taken from Levy et al., (2004), plotting errors in 0.47um reflectance
and associated errors in AOD retrieval at the eight sun/surface/satellite geometries given in Table 5.
As some errors are large (up to 0.01 for reflectance and 0.1 for AOD), it was decided to use a vector
RT code for calculating the V5.2 LUT. Fig. 14 shows the differences between the scalar versions of
Dave and RT3 (Evans and Stephens, 1991), when simulating the Continental aerosol model (see Table
5). Plotted are the differences in 0.466 um reflectance for the eight scattering geometries of Table 5.
Under most geometries and optical depths, differences between the two RT codes are less than 0.001
(which is about 1%). Note that as in Levy et al., (2004), the aerosol scattering phase function elements
(inputs to RT3) were calculated by the MIEV Mie code (Wiscombe et al., 1980).

TABLE 5: SOLAR/SURFACE/SATELLITE GEOMETRY FOR EIGHT EXAMPLES

Reference Solar Zenith View  Zenith Relative Azimuth Scattering Angle
A 12.00 6.97 60.00 163.40
B 12.00 52.84 60.00 120.53
C 12.00 6.97 120.00 169.59
D 12.00 52.84 120.00 132.35
E 36.00 6.97 60.00 140.12
F 36.00 52.84 60.00 104.74
G 36.00 6.97 120.00 147.00
H 36.00 52.84 120.00 136.29

All units are degrees

Figure 13: Difference between vector- and scalar- derived reflectance (a) and retrieved AOD (b) at 0.466 pm, for
eight example sun/surface/satellite geometries as a function of the input AOD.



Figure 14: Difference between MIEV/RT3 combination and SPD derived reflectance at 0.466 pm, for eight example
sun/surface/satellite geometries as a function of the input AOD.

As described above, the fine aerosol models are assumed to be spherical particles. For the V5.2 LUT,
we used the combination of MIEV (Wiscombe et al., 1980) and RT3 (Evans and Stephens, 1991),
described above and by Colarco et al., (2003). For the spheroids of the coarse aerosol model, Mie
theory is not sufficient. We used instead, a version of the T-matrix code described in Dubovik et al.,
(2002, 2005), to calculate the scattering properties of the model. Not only is this a necessary
approximation for integrating a spheroid size distribution, it is consistent with the calculations used in
fitting the original almucantur radiance in the first place. In summary, then, a combination of the T-
matrix and RT3 codes is used for the coarse (dust) model LUT. Assumed central wavelengths and
Rayleigh optical depths are shown in Table 1.

The V5.2 LUT contains pre-computed optical properties of aerosol at four discrete wavelengths (0.466,
0.553, 0.644 and 2.119 um, representing MODIS channels 3, 4, 1 and 7, respectively) for several
values of aerosol total loadings, and for a variety of geometry. For discrete optical depths (described by
the AOD or Tat 0.55 wm) each spherical aerosol model (Continental, Generic/Developing world,
Absorbing and Non-absorbing) and non-spherical model (Dust), scattering/extinction properties of
aerosol size distributions are calculated by either MIEV or the Dubovik T-matrix code. Assuming a
Rayleigh atmosphere and realistic layering of the aerosol, the Legendre moments of the combined
Rayleigh/aerosol are computed for each layer of a US Standard Atmosphere (U.S. Government, 1976).
These moments are fed into RT3 to simulate TOA reflectance and total fluxes.

The parameters of Equation (8) were calculated for seven aerosol loadings (755 = 0.0, 0.25, 0.5, 1.0,
2.0 3.0, and 5.0). TOA reflectance was calculated for 9 solar zenith angles (6 = 0.0, 6.0, 12.0, 24.0,
35.2, 48.0, 54.0, 60.0 and 66.0), 16 sensor zenith angles (6 = 0.0 to 66.0, increments of 6.0), and 16
relative azimuth angles (¢ = 0.0 to 180.0 increments of 12.0). All of these parameters are calculated
assuming a surface reflectance of zero.

When surface reflectance is present, the second term in Equation (8) is nonzero. The flux is a function
only of the atmosphere, however, the atmospheric backscattering term, s, and the transmission term, 7,
are functions of both the atmosphere and the surface. Therefore, RT3 is run two additional times with
distinct positive values of surface reflectance.



s=1/p)A=(F,Tp; [(p" = p*)))
and (9a,b)

s=1/p))A=(F,Tp;/(p" = p")))
Here, we chose values of 0.1 and 0.25 for our surface reflectance. p',and p’,. These two equations can
be solved for the two unknowns, s and 7. The values of F, s, and T are saved into the LUT, for each
AOD index, wavelength and aerosol model.

Other parameters contained in the LUT include the scattering and extinction coefficients Q and
variables describing the physical properties (lognormal size parameters r, and o, and complex
refractive indices, n,+in;) of the aerosol models. We also compute a Mass concentration coefficient,
M, in units of (ug per cm?) that is a function of optical thickness and Q. The derivation of M¢ is
explained in Appendix 3.

4.4. VIS/SWIR surface reflectance assumptions

When performing atmospheric retrievals from MODIS or any other satellite, the major challenge is
separating the total observed reflectance into atmospheric and surface contributions, and then defining
the aerosol contribution. Over the ocean, the surface is nearly black at red wavelengths and longer, so
that assuming negligible surface reflectance in these channels is a good approximation. Over land,
however, the surface reflectance in the visible and SWIR is far from zero and varies over surface type.
As the land surface and the atmospheric signals are comparable, errors of 0.01 in assumed surface
reflectance will lead to errors on the order of 0.1 in AOD retrieval. Errors in multiple wavelengths can
lead to poor retrievals of spectral AOD, which in turn would be useless for estimating size parameters.

Kaufman and colleagues (e.g. Kaufman et al., 1997b) observed that over vegetated and dark soiled
surfaces, the surface reflectance in some visible wavelengths correlated with the surface reflectance in
the SWIR. Parallel simulations by vegetation canopy models, showed that the physical reason for the
correlation was the combination of absorption of visible light by chlorophyll and infrared radiation by
liquid water in healthy vegetation (Kaufman et al., 2002). These relationships were such that the
surface reflectance values in the visible were nearly fixed ratios of that in the SWIR (Kaufman et al.,
1997¢). As applied within C004-L (and all previous versions), surface reflectance in the blue, 0.47um
channel 3 and the red, 0.66 um channel 1 channels were assumed to be one-quarter and one-half,

respectively, of the surface reflectance in the mid-SWIR 2.1um channel 7 channel (Kaufman et al.,
1997b).

However, correlation of C004-L (and prior) MODIS-derived AOD to AERONET sunphotometer data
(Chu et al., 2002; Remer et al., 2005) had positive offset of about 0.1, likely meaning that the surface
reflectance was under-estimated. From data observed during the CLAMS experiment of 2001, Levy et
al., (2005) demonstrated that higher values of VIS/SWIR surface ratios (e.g. 0.33 and 0.65 for the blue
and red, respectively) improved the continuity of the MODIS over-land and over-ocean aerosol
products along the coastline of the DelMarVa Peninsula. The MODIS/AERONET AOD regression
over near-coastal sites was also improved. However, at locations far from the coastline, the CLAMS
VIS/SWIR ratios tended toward over-correction of the surface reflectance and retrievals of AOD less
than zero. It is also known that earth’s surface is not Lambertian, and that some surface types exhibit



strong bi-directional reflectance functions (BRDF). Gatebe et al., (2002) flew the Cloud Absorption
Radiometer (CAR) low over vegetated surfaces and found that the VIS/SWIR surface ratios varied as a
function of angle, and often greatly differed from the one-quarter and one-half ratios assumed by in
C004-L. Remer et al., (2001) also noted that the VIS/SWIR surface ratios varied as a function of
scattering geometry. In fact, under certain geometry, these VIS/SWIR surface ratios broke down
completely.

To understand how VIS/SWIR surface reflectance relationships vary by location, season and angle, we
performed atmospheric correction on the co-located C004-L-MODIS/AERONET data. Atmospheric
correction (Kaufman and Sendra, 1988) attempts to calculate the optical properties of the surface, by
theoretically subtracting the effects of the atmosphere from the satellite-observed radiation field. The
atmospherically corrected surface reflectance 0, is calculated by re-arranging Equation (9). In order to
minimize errors, arising from multiple scattering, we limited our exercise to conditions of AOD in the
green less than 0.2. Out of the original 15,000 co-located MODIS/AERONET points (described in
section 2), there are over 10,000 collocations with low AOD. The archive contains “gas absorption
corrected” MODIS-Level 2 observed reflectance (see Appendix) and AERONET-observed spectral
AOD, column water vapor depth. For each MODIS parameter, four statistical parameters are reported,
including: ‘pval’ (value for the central pixel-closest to the sunphotometer), ‘npix’ (number of valid
retrievals within a 5 x 5 box; < 25), ‘mean’ and ‘sdev’ (mean and standard deviation within the box).
For each AERONET parameter, the analogous statistics are: ‘pval’ (value for the AERONET retrieval
closest in time to MODIS overpass), ‘nval’ (number of valid retrievals within one hour of overpass; <
5), ‘mean’ and ‘sdev’. For the atmospheric correction, we used the pval values of MODIS spectral
reflectance, and the mean values of AERONET AOD and water vapor. The molecular properties of
the atmosphere are assumed those of the U.S. standard atmosphere. The sea level Rayleigh optical
depth (ROD) values are assumed for each MODIS spectral channel, and scaled according to the
elevation/air pressure of the sunphotometer.

The relation between the satellite-measured reflectance and the surface reflectance is a complicated
function of the atmospheric effects of scattering and absorption by the aerosol. Previous atmospheric
correction exercises often assumed some form of the Continental aerosol model (e.g. ATBD-MODO09
on http://modis.gsfc.nasa.gov), to describe both the scattering and absorption properties. While this
model may provide reasonable simulations in blue and red wavelengths, it can not be expected to
provide accurate simulations in the MODIS 2.12 pm channel, where discrepancy of aerosol size could
lead to errors of orders of magnitude in reflectance. Yet, since we are using L2A “sun” retrievals for
AOD, we do not know the SSA or the scattering phase function, meaning that we do not know which
aerosol optical model to use. However, the spectral AOD (or Angstrom exponent «) is related to
aerosol size and can help select an appropriate model.

Therefore, to ensure consistency, we employed the V5.2 LUT described in Section 3.3. The LUT
spectral reflectance is interpolated for geometry and AERONET measured AOD, thus estimating TOA
reflectance over a black surface (path reflectance). From the Angstrom exponent, we can decide
whether to assume a fine model or a coarse model. Since the SSA is not known, the safest route was to
assume the generic/developing world aerosol type for fine aerosol (SSA ~ 0.9). When performing
atmospheric correction, a<0.6 led to assuming the coarse model (about 400 cases), whereas a>1.6 led
to assuming the fine model (about 4200 cases). Co-locations where 0.6<a<1.6 (about 6000 cases) were
not used due to uncertainties of aerosol mixing.



Figure 15a plots the entire set of atmospherically corrected visible surface reflectance (in the blue o', ,,
and the red 0’ ,,,) versus that in the mid-SWIR (0°, ,,) and their regression lines. While not plotted, also
considered were the regressions if they were forced through zero, thereby assuming that zero SWIR
reflectance is zero reflectance over the entire spectrum (which would be equivalent to deriving simple
ratios). Correlation (R) values are 0.93 for the red, but only about 0.75 for the blue. In the blue, forcing
a regression through zero is quite different than that not constrained. If forced through zero, the slope
tends toward about 0.36, whereas including the offset (about +0.011) yields a slope closer to the
assumed one-quarter (0.258). In the red, whether including offset or not, the slope is about 0.55. Thus
in a mean sense, atmospheric correction of MODIS data yields VIS/SWIR surface reflectance
relationships that differ substantially from the assumed C004-L VIS/SWIR ratios. Fitting blue to red
(Figure 15b) has higher correlation and less scatter than blue to SWIR, specifically R = 0.87. There is
less difference between fitting through zero and not, such that a straight blue/red ratio is about 0.54,
and the full regression has slope = 0.508 and offset = 0.008. Therefore, instead of the 0.47 wm and 0.66
um surface reflectance being calculated separately from 2.12 um, we calculate the 0.66 um surface
reflectance from that in 2.12 um, followed by calculating 0.47 um from the 0.66 um, i.e.

Poss = f(0312)

oss = S (Poa) (10)
Poa7 = &(Poes)

Figure 15: Atmospherically corrected surface reflectance in the visible (0.47 and 0.66 wm channels) compared with
that in the 2.12 pm SWIR channel (a), and the 0.47um compared with that in the 0.66 wm channel (b).

As noted in Figures 15a and 15b the VIS/SWIR surface reflectance regressions display large scatter.
For example, where the 2.1 um surface reflectance is 0.15, simply assuming the mean values of the
red/SWIR and blue/red relationships would result in estimating surface reflectance of 0.083 for 0.66
um and 0.050 at 0.47 wm. The scatter plots show that in reality, the 0.66 um reflectance could vary
between 0.05 and 0.1, and the 0.47 um surface reflectance between 0.01 and 0.07. Obviously, this
could result in very large errors (on the order of 0.1 or more) in retrieved AOD.

The works of Gatebe et al. (2002) and Remer et al. (2001) suggests that the VIS/SWIR surface
reflectance relationships are angle dependent. Therefore, we tested which type of angle (solar zenith
angle, sensor zenith angle, glint angle or scattering angle) most affected the VIS/SWIR surface



reflectance relationship. The highest correlation of the VIS/SWIR surface variability was found to be
with scattering angle @, defined as:

© = cos™'(-cos O, cosB + sin 0, sin Hcos @) (11)

where 6,,0 and ¢ are the solar zenith, sensor view zenith and relative azimuth angles, respectively. Fig
ure 16 (a) displays the median values of surface reflectance as a function of scattering angle, and
shows a definite relationship at 2.12 um, less at 0.66 um, and nearly none at 0.47 um. Since Figures
15a and 15b showed that both a slope and y-offset was necessary to regress VIS and SWIR surface
reflectance, we look for scattering angle dependence on both parameters. Fig 16 (b-d) plots the slope,
y-offset and correlation of the surface reflectance relationships, as a function of scattering angle. The
P°06s / P21, TEgression slope shows dependence on scattering angle, whereas the p°;,, /p’ 4 regression
slope shows nearly none. The regressed y-intercept shows strong dependence on scattering angle for
both relationships. Especially interesting is that the red/SWIR y-offset goes from positive to negative
with increasing scattering angle, with a value of zero near @=135°.

Figure 16: VIS/SWIR surface reflectance relationships as a function of scattering angle. The data were sorted
according to scattering angle and put into 20 groups of equal size (about 230 points for each scattering angle bin).
On all subplots, each point is plotted for the median value of scattering angle in the bin. Part (a) plots median values
of reflectance at each channel as a function of the scattering angle. Linear regression was calculated for the 230
points in each group. The slope of the regression (for each angle bin) is plotted in (b), the y-intercept is plotted in (c)
and the regression correlation is plotted in (d). Note for (b), (c) and (d) that 0.47 pm vs 2.12 um (r0470) is plotted in
blue, 0.66 pm vs 2.12 pm (r0660) is plotted in red and 0.47 vs 0.66 wm (rvis) is plotted in green.



Because AERONET sites are located in different surface type regimes, it could be expected that the
VIS/SWIR surface relationships will vary based on surface type and/or season. Using the International
Geosphere/Biosphere Programme’s (IGBP) scene map of USGS surface types and formatted for
MODIS validation (http://edcdaac.usgs.gov/modis/mod12c1v4.asp), we determined the scene type of
the MODIS/AERONET validation box. We then separated urban from non-urban surfaces, and
grouped into season (winter or summer) and general location (mid-latitude or tropical). Figures 17 and
18 display some of the surface reflectance relationships as a function of different regions and locations.
Generally, “greener” surfaces (midlatitude summer sites both urban and nonurban) have higher red to
SWIR ratios (red/SWIR>0.55) than winter sites (red/SWIR<0.55). Many of the AERONET sites in the
tropics are in savanna or grassland regions, where the landscape is not as green, and hence the red to
SWIR ratios are also lower. As for the blue to red channel surface reflectance relationships, except for
the urban sites during summer (blue/red ratio ~ 0.766), the relationships around the globe are relatively
consistent (blue/red ~ 0.52).



Figure 17: Surface Reflectance relationships for non-urban sites. The left three subfigures (a-c) are for Visible
versus 2.12 pum channels, whereas the right three subfigures (d-f) are for 0.47 pm versus 0.66 pm channels. From
the top to bottom, subfigures (a) and (d) are for tropical sites, (b) and (e) are for midlatitude sites in winter, and (c)
and (f) are for midlatitude sites during summer.



Figure 18: Surface Reflectance relationships for urban sites along the US East Coast. The left two subfigures (a-b)
are for 0.66 pm versus 2.12 pm channels, whereas the right two subfigures (c-d) are for 0.47 um versus 0.66 pm
channels. From the top to bottom, subfigures (a) and (c) are for the sites in winter, and (b) and (d) are for the sites
during summer.

Except for urban areas, most surfaces seem to have VIS/SWIR surface 